E-JTT-L-TUA

STATISTICS - |

Time Allowed-: Three Hours Maximum Marks %.Qb’

L

INSTRUCTIONS 02 "V

Candidates should attempt FIVE questwnsr;n \ f
ALL including Questions No. 1 and 5 whwh are’

compulsory. The remaining THREE ¢ uestwns §

should be answered by choosing, at léast(ONE

(Symbols and ab@::wiations re as usual).

Any essential dq‘tzassumed by candidates for -
answering qr)qst ns must be clearly stated.

A normal d;strzb:_;twn table and a ‘¢’ table are
attached with this question paper.

L 1 {

J l SECTION A
. ( 1. _A.nswen-r\"n\g‘( five of the following : 8x5=40
(a) Veﬁfythefollovﬁng identities
- "(i)i P(A U B) = P(A) + P(B N A%).
K' (if) P(AUBUC) = P(A) + P(B) + PC)
v -P(ANBY-PB N C)
F -PANC),+PANBNC)
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(b) A fair die is thrown until a 6 appears. Specify the =
sample space. What is the probablhty ,,that: it
must be thrown at least 3 times ?

(¢) P(A) = 1/3 and P(B®) = 1/4. Can A and B be

disjoint-? Explain.
\

(@) Show that E(X — a)? is minimized for a = B, ¢ 4|
assuming that the first-2 . moments of X exist, , * / N
(e) Let ' __r’ | F
flx) = ———x* o8 150, nad >0
@) p" - A { "
Show that f(x} is a prob lity,densifyfi(linct“ion.

" Obtain V(X). )

al , fa > 0) 1s a

probablhty denmw function gﬂ‘ ar{ appropriate
value of a. Upto ﬂ‘what order

this p.d.f. ex*sl;

(f) Show that fix) =

the moments of

2. (2) LepE[X[}< . Prove that B|X ¥ <o fork<n.
|

o (b Sﬂuw that the sum of two independent Poisson
ra (?ip variables with parameters A and pu
respectively is a Poisson random variable with

E% . pai"ameter A+

\l(c) Le’;t the joint p.df of (X,Y) be

> flx,y) = €7, 0<x<y«<eo.

" Obtain the probability P(X + Y < 1).
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(d)y

(a)

(b)

(c)

(d)

Let X,, X5, ..., X, be a sequence of t.i.d.r.v.s with
EX) =0 and V(Xi) = 1, ‘Show that-the sequence

n
82 = 1 ZX? tends to 1 in probability.
g |

Let X, and X, be two independent exponentially (.: <
distributed random variables with the same /)
| [

mean 0. Define V = max (X, X,} and

10x4=40

f &

W = min (X;, X,). Show that V- W and _2.‘&7 are, [

independent and identically distributed random

variables. ( -\

k4 :

f

Let X be a positive vglued Tandom variable.

Prove that
PX >r) < E( ),r 4

o .
Hence deduce the‘C_hebycheV__’ I d{lality.
<

Let' X have +he! centinuous' c.d.f. F(x).
U =F(x). SHolv that both —log U and

Define

—log (1 — U) are exponential random variables:

Obtai*fi 'the median and the quartiles of

the Caudhy distribution with p.d.f.
w ' 1
4 ) =

p \ n (1 +x2)
Lel’

, — <X < oo,

Z be a'random variable with p.d.f. f{z).

10x4=40

Let z,

be‘ its upper o' quantile. Show that if X is

a J;'andom variable with p.d.f. 1 f [
1

X — U
O

oz, + W is the upper oth guantile of X,
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£
() Let (X, Y) have a bivariate distribution with
finite moments upte order 2. Show that
() EEX]Y) = EX), and
(i) V&) = VY '
() Show that a.c.d.f can have at- ‘most a_countable (
number-of jumps, /
_ s l" "F
(d) Consider the following bivariate p.m.f.. of €X, }()1:'
__ . <35 g
p(O, 10) = p(0, 20j% &; (7~
_ ) > (
p(1, 10) = p(1,
4 4
1, 20) = —; = —.
p( ) " 18
Obtain the coqd fional mass | nctions p(yfx = 2),
and ply|x =_L!_I 10x4=40
i
S
;
- 7\\
"r
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SECTION B
5 Answer any five of the following : 8x5=40
‘(a) Tabulate the exact null distribution of Wilecoxon
rank sum statistic for n =n, = 3.
‘,‘x
(b) Let (X, Y) have the uniform distribution over the- ; ,
range 0 < y'< x- < 1. Obtain the conditional mean v
and variance of X given Y=y | \ F
‘J 5
~ g F
() Let the temperature hefqr;e énd’ ( " after
administration of asplnn‘bﬂ/ ‘j ~
Patient |  Before/ % After
1 ‘10000 |} fes1
2 1021 g
3 « B0 6 | 98-6
4 M w01 |7 o991
54y 1015 97-6
. L% 102 986
1 7 99-9 98-2
DU 1027 | 981
( 9 1004 98-2
b "10 | 1008 | 971

F
\' Test by the sign test; whether aspirin is
effective in reducing temperature What is the
I p-value of the calculated statistic ?
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(d) Use Simpson’s rule with five ordinates to compute
an approximation to n with the help of the ’
integration of the function (1 + x%)~! from 0 to 1.

(e) Use mathematical induction to prove

O n . ‘
f = AT .
x+nh i§0 [i) X ‘1

(f) LetD =Sup |F (x)-F(x)| be the s f
—oo L X < oo - I
Kolmogorov statistic. Show that - .

4:{_ - ir(x);

where X1y Xy - » Xepyfare L‘ der statistics of

D,: = max Sup
O<isn Xiy S X <, (i+1)

the data.

6. (a) Let X and Y b two rand vanables with
correlation coeffi 1(?1’11: 0-9. C a third random
variable Z éorrelatlon coefficient — 0-9 with
both X and=Y'? Give reasons for your answer.

(b) Show< th"at the square of the one sample
t-StEltl(%thihaS the F-distribution. What are its
deigrees of freedom ?

< (c) De e the correlation ratio nofXonY. If p is
th sual correlation coefficient between X
and Y, then show that 0 < p? < n,%< 1.

chi-squared random variables is also chi-squared.

- (d) _Pr't)ve_ that the sum of two independent
k{ 10x4=40

-

F
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7. (a). Apply the Wilcoxon two-sample test to the
b following data on the first breakdown. times of
two brands of computers :

Brand A 98, 102, 47, 85, 99, 140, 130
Brand B 95, 125, 160, 155, 148.
Use 1-96 as the critical point for the appropriate (.,
L |

test. .
L1 /1
(b} Describe a test of independence of two normal| d
random variables based on r, .thel sam‘pe
correlation coefficient using ihe t4dis; butlon

If n = 10 and r = 0-9, thenstarry out the test.

;
|

(c) ‘Show that the best p e'dict% Y, in terms of
minimum MSE, is linear i K, if (X, Y) have
bivariate normal distribution, ,e=

Y ('

(d) Explain the, 4 ald — Wolfowitz run test for
randomness=in a sequence of two types of
symbols.! .Fmd Ep,(R) where R denotes the

numbe! of {runs of elements of one kind. 10x4=40

N

_ ..

f.‘ (a) Thef\fe‘lxlowing are the frequencies in the given
inte'v

- [©0-21(2-51| (5= 101] (10 - 15[ (15 ~ 181] (18 - 20]
k’ 43 |l 85 | 151 | 112 72 34

> Draw the histogram of this data. Calculate the
mean of the data from the frequency table.

TE:JTT-L-TUA 7 [Contd.]

& Wwww.examrace.com



(b) Let X; X,, . X, be independent N, ¢%)
random vanables Obtam the mean and variance %

of EX? . What'is its probability distribution ?
i=1 '

_m

A
b

(c). From a bivariate data set of 4995 observéiions,( .
the following quantities have been calculated ¢ ’
S x=— 2353, Tys=- 1400, ¥x*= 9508 _ R’ 8
T y? = 70802, X xy = 8805. AN Y

- F
Obtain the estimated linear «rég;resmgn of X on Y.

(d) Explain how to carry gut the c fi-squared test for

H, ol = (50 on thel basis|of/a random sample
"Xl_, Xy ooy X from N(p, & 2)_ _opu_lgxlon 10x4=40
4 r"
| . . <
J
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