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SECTION -1

Note : This section contains five (5) questions based on the following
paragraph. Each question should be answered in about thirty (309
wiords and each carries five (5) marks.
(5x5=25 marks)

ABC is a manufacturing company having a marketing department, w
performs following activities
- Preparation of Quotation
- Preparation of Crder Acceptance
- Preparation of Manufacturing Adwvice

When the enquiry comes from the customer, marketing depfrtme | check
that enquiry form against the custormer and the given itern detaal®y I MCompary is
manufacturing the iterns then they will prepare a quotation. In case, frafn the custormer
enguiry, if Company is manufacturing half of the itermns, Weting department
will prepare a quotation for those iterns onlby and for rest o they will prepare
a rejection message.

argirent, customer will raise
conditions.

After receiving the quotation from market]
their purchase order aocording to the quotatio

After receiving the customer order,
ameptance. After preparation of order keting department will prepare
a Manufacturing Advice aocording to tance. In this manufacturing advice,
alongwith the necessary details, the ity s delivery week nurmber are mentioned,
then it is forwarded to the plannin

partment will prepare an order

Analyse these business rules

1. Drranwy functional decompositio AT
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2.  E-R Diggram.

3. Diranes context lewel OFD @
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4. Design database.

5. List out queries and report. @
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SECTION - II

Note : This section contains fifteen {15) questions each to be answered in
about thirty (30)words. Each question carries five (5) marks.

(5x15=75 marks)

()0

@0
4

6. Implement a half adder usiﬂ% gates.
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7.  State the advantapges of 16 bit microprocessor over 8 bit microprocessor.

AK

8. Ziven that two different raster s ith resolutions of 640 x> 480 and 1280 1024
What size frame buffer is needaghfo h'of these systerns to store 12 bits per pixel ?
Howr much storage is requirdd f systern if 12 bits per pixel are needed to be

stored.
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9. A polygon consists of three vertices A (2, 5), B (0, 10) and C (5, 10). If the polyeon is
moved such that A is at the newslocation (10, 10, find the new vertices of the polyeon.

10. Wy frapmentation and data @ are useful in Distributed DBMS ?
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11. What are basic differences between optirnistic concurrency contral techni ques and other
concurrency control techniques ?

4&

12, Compare multipath routing g ed routing
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13. What different types of Messages SNIMP protocol can handle ?

&

14. What is Clipping in applet t is"the relationship between clipping and
repanting ? @
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15. What are three ways in which a thread can enter the waiting state ?

16. What are the managerment fu% operaing systern ?
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17. Explain the concept of recovery from deadlock.

18, Dran different flow charts w% fic complexity is equal to 37
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19. The cost esfimation models are judged using both subjective and objective criteria -

Justifyr.

&

20. Dranv all the possible non-sing ee G where T iz a binary tree with 3 nodes.

¢+
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SECTION - 111

Note : This section contains five (3) Electives. The candidate has to choose
orie Elective and has to answer all the tive questions from that Elective.
Each question carries telve (12) marks andis to be answered in about

to hundred (200 wwords.
(12x5=60 m

O

21. State and prove Chorrskyan hierarchny of Lanpuages. O

22, Construct Turing machine to aocept L={an‘7; =0 } @ ¢

25. Explan context free grammar and regular gr ith ple.

Elactive - I

24, Prove thatthefollowinglanguage is notr &ng mpingLemL:{Dfﬂﬁ_ED}.

25. Let A=la bl Construct an a I such that L (V) wall consist of those vwords
W which begin with aand erfll i

\ y OR
@ Elective - 11
2

g generator matrix over CF (20,

Cenerate all possible code words using this matrix.
(by  Find the parity check matrix H.

() Whatis the minimurm distance of this code ?

(dy  How marny errors can this code detect ?

(&) How matny errors can this code correct ?

(fy  Construct the standard array of this code.
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22. Find the capacity of the channel of the following graph.

05
0.5

0.5

0.5
0.5

'?'5:]_5

25. (@) Consider a discrete Memoryless Bource with source probabilities | 220,
0.15, 010} Find the source entropy, H (%),

(by  Show that C=]0000, 1100, 0011, 1111} is a linear code. tis ids rndndtmutm
dis tance 7

24. Describe MFECGI and MPEG2 standards of compression. @ 4

25. Explain any one method of edge detection in image %’!B’.

21. Find by simplex methof no gative solutions of the following systern of
equations :

lution X of the quadratic programming problem

1.7
ize PTX += X CX
AX =,
X=0
iz also asolution of the problem

1
2
Subject to 2X =h,
xX=0
Where Cis syrrunetric positive sermi-definite matrix.

T
Minimize PTX+=2X, CX
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23. (g
(b)
24. ()
(b}

D—23706

Shows that for ary network, the maximal flows value from source to sink is equal
to the minimal cut caparity of all cuts, separating source and sink.

Find the shortest route through the followaing N etork.

Prove that a collection of all feasible solutions of a liwwmngpmblem

Mazimize CTX
Subject to AXsb ()
Xz0 &p

constitute a cotvvex set

Use Vopal's Approxmation ds T Cbtain an inifial basic feasible solution
of following Transportation bleffy then find the optimal solution.

@ To
E F = Avaﬂabilil}?
15 17 14 250
i

1a 12 14 10 300
21 24 13 10 400
200 225 270 250

howe that if X is asolution of the problem.
Minirnization

Subject to AX=h

X=o

T
Then K@ 2 Xg 15 amonotonically incressing function of
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(b) Letf{x)beafunction of X € E_, which is differentiable wath continuous partial
derivatives and let the pradient vector in X be denoted by g (X). Shows that the
followiing are equivalent

(i) f(X)is convex
(i) X0 — fixp = gT(le (¥y— X ) for any tero vectars X, X, e B

(1if) iz a monotordically non-decressing as function of A for
and 3

T denotes Transposition 0
SN«
Elective - TV @ ¢
21. Distinguish between linear separability and Im%gence
Explain concept of feed forward INeur &

22. with an exarmnple.
g7 (X+A5)5
25. Distinpuish between supervise supervised learning with suitable example.
24, Whatis meant bty men+ uzzy set ¢ Illustrate trianpular membership.
25. What do you mean uzznfn:atmn ? Explain any two methods of defuzzification.

OR

Elactive - %/

Explain the sipnificance of the repeat factor used in rmore. How do you search for the

pattern include in a file and repeat the search ? What is the difference between this
repeat cormmand and the dot cormenand ?

22, What types of variables are PATH and HOME ? Why are they called variables ? In
what ways are they used ? What iz sed ?
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25. Howis aclient-server environiment created in X 7 What is xterrmn 7

24. (g
(b}

25. (g
(b}

Explain three corrrnand line options handed by X Client.
Explain dffile, xbiff, xload

Explain Terminal Ermulator under X Windos.

Explain xclipboard.

%0

&

fox

(ox

D—23706
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Note :

26,
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SECTION - IV

This section consists of one question carrying (40) marks.
(d0x1=40 marks)

Write the conceptual dependency diagram for foll ovadng sentence.
“Thornas had given a ring to Mary™

Solve the following wsing state space representation O

You are given twojugs, adliter one and a Sliter one. Djagther %E ATy reasuring
marks on it There is a purnp that can be used to fi ith*petrol. How can

vou get exacthy 2 liter of petrol in to 4 liter jug ?O

State the 8 queen’s problemn S

A binary tree iz stored i 019y Write arecursive procedure which finds the
nurnber of nodes in the G =

Q" -
L 4

R parser for the following grarmmar.

using backtracking.

E+T E—T
T—T#F, T—=F
F—id

Is the following grarmmar is LL(1) gramemnar ? Justify your anstwer.
o—r A8

A basd

30
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