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INSTRUCTIONS ( f

Candidates should attempt FIVE questions in 1
ALL including Questions No. 1 and 5 which aré
compulsory. The remaining 'T-_IHEZEE uestions
should be answered by chdosing at least ONE
question each from Section A and Section B.

by each
nst:each.

The number of marks ca
question is indicated a

Answers must betwritten only(i-n E(J'VGLISH.
"__(_Symbolé -ané‘l‘ C:Eb;eviations are as usual.)

Any essential\cﬁa assumed. by candidates for
answering questions must be clearly stated.

Two graph'sheets are attached to this question

Fl
b

paper f()r agzswering graph-related questions.
Candidate.is expected to carefully detach these
and attach them securely to_the answer book.

2 »-\
’ SECTION A
!
1= Attem‘;t any five parts of the following : 8x5=40

(a) - Obtain the least square estimates of the
parameters in a simple linear regression model,

r wheré the errors are i.i.d. normal variates. Check
whether they are unbiased.
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(b) Show that Z’B has minimum variance-in ‘the *~
class of linear unbiased estimators of I'B, if I'B is
estimable, for the model (Y, X, ¢2I).

(¢} For the linear model of one way analysis of 4
variance, derive the test for testing equality of ¢
the parameters. s a" /-1'

{ F

(d) Show that, a statistic T for 6 is consisté'ht,_ yife |

E(T ) — 06 and Var(T)—>O as n—?oo r

(e) Find the MLE -for the arame r 0 based on
samples from a.-uniform 1st ution over
(8 —-Y,, 6+ Y,].

(f)  Obtain the MVB 1mator fo he parameter 0
for the populatig

f(x) = 1 __‘_ é‘ xP_l;EO < X < oo} given-p > 0.
0F T(p)
<1

{ %
2. (a) SI'“)W that the best fitting linear function for the
- - points, (x;, y,), ..., (X,,y,) satisfy the equation

n
_1 y 1

v i
X Tx; v Y X;
> r 1 i 1
10
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(b) Copsidering the sum. of the angles:is. 180°, find
the best estimates of the three angles A, B,:C: for
the’ followmg data. by the method of least
squares |

A : 35° 40° 45°
B : 60° 62° 58

C : 83° 80° 77° ';51 ‘: |
{¢) Obtain an unbiased estimator of % for '.: ./r‘
f0)=00-6FLx=12.;0<0<1, ) v/
Also, what 1s its distribution ? “ .\ Fio

@ If T, is the most efficient esti atol::and Ty 1& any
other estimator of 0 with e c1e§cy ‘e show that

Var (_T1 - T"2) = ('1 — 1) Mar Ti).
2/ e

10
| — ,L
3. (a) For the linear modeM &Y = XB + ﬁ- and A and B
matrix of 'constalﬂs&how that,
X'XA = XXB, iff XA = XB. 10
(b). For the gne-way model
yu—u+pc]l-‘il’lJ i=1,2,3 j=1,2,.,n;
E(.. ){- 0, check whether u + ¢y and oy — (13 are
_ esti‘rﬂable when n, =4 - i 10
( (¢) Show. ’,}?Qt the mean square deviation E(B —.0)2
'of an/estimater 8 of B can never :fall below. a
F posm‘ve hmlt_,_w_ when the range is mdependent of
k 0 and the second derivative of the likelihood
» o function exists. 10
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(d) Find the MLE for N for the hypergeometric
= distribution

_ o i 1
. 'V,

4, {(a) For the simple linear'm

obtain the variance of Bl i 10

(b) Write a note onﬁkattachary ounds Explain-
how it is a gqnfrahzatlon 0 the Cramer — Rao

inequality. \ { 10

(e) If two most efficient estimators is distributed in
the vanate normal form (in the limit), show
tl?at e ddrrelation between them tends to unity. 10

(d) “Met Xl, X X denote a sample from

( b(" \ﬂ\) 0 < 9 < 1 where

Fia + B)

h®)= ——— 0“1 -0Pf-10<0<1.
% T} TP '
_Sinow that, the Bayes decision rule for the
quadratic loss ‘function, is a weighted average of
"¢ the MLE of 6 and the mean o/ (o + B) of the
prior distribution. 10
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SECTION B
5. Attempt any five parts of the following : 8x5=40
(a) Distinguish between randomized and

(b)

(c)

(d)

(e).

()

6. (a)
( (b)
| E_gi)
(dy

non-randomized tests. Give an example.

Obtain the MP size o test for testing H, : p = p,

size n from b(1, p). f

-—

Explain the uses of control charts 1n,qua1115y
control. _ ¥
- ( (

What is double sampli Iins‘__'f:: ction plan ?
Suggest the general method of plotting the OC
function of such a plan.

Let X ~ N (i, ). Find the mar inalddistribution
of any sub Vector 03){ fl

What is the ]IYe man — Pearson fundamental

lemma ? Efplain its usefulness in Testing of

Statistical Hypotheses.

{

{
Obt%un the BCR for testing H, : ¢ = ¢, against

. Hj 4 c =0y based on samples f'rom N(o, 02)

Wha 1;\ an unbiased test ? Give an example.

What do you understand by producer’s risk and
consumer’s risk in single sampling inspection
plafs ? Explain their importance.

Find the MLE’s for p and 3 for the population
N (1, X).

-

|

3

against H, : p = py; p; > p, based on a sample of ™

|
L ]

¥

10
10

10

10
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(a) Obtain the OC for the normal distribution with
‘unit variance while testing 'HO : 8 = 8, against
H,:6= 0,.

(b) What are.-.AOQ-ﬁan'd_;AOQL ? Explain their uses.

(c) Derive the null distribution of sample correiatibpﬂ

coefficient. based on samples from a bivariate
normal -population. r

(d) How will you test the equality of thed-conrpm},eqts

of a mean vector in a multivaridte normal
population ? = & ‘ ;

(a) Test the hypothesis H {: 0 i'iEBO gainst H, : 0 8,

based on a sample fof size
distribution in the in erval

{b). What are sequ&n.tial siampliﬂg'p{;l_ns ? Explain

<

one -of them.

. 14 ._
‘(¢) Obtain thd distribution of the sample variance

and covariance matrix' in samples from a
p-variate normal population.
. \al po

(@ .What is{-hdimension reduction technique ? (Use

principal components-to explain the-technique.).
d \

/
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