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STATISTIC8-II 

I Time Allowed : Three Hours I I Maximu m Marks 200 I 

INSTRUCTIONS 

Candidates should attempt FIVE questions in ALL 
including Question Nos. 1 and s. which are 

compulsory. The remaining THREE questions 
should be answered by choosing at least 

ONE question each from Section-A and Section-B. 

The number of marks carried by each question 
is indicated against each. 

Answers must be written only in ENGLISH. 

( Symbols and abbreviations are as usual. 
unless otherwise indicated. I 

Any essential data assumed by candidates for 
answering questions must be clearly stated. 

All parts and sub-parts of a question being 
attempted must be completed before 

moving on to the next question. 

Section-A 

1. (a} If !i ~ a nd !2 ~ a re least squa res 

estim a tors of two estimable functions!;~ 

and !2~ respectively, th en s how that-

(i) 

(ii} cov(!{~ . !2@J =cr 2 !iSh 

where S is the gen eralised inverse of 
s~xx. s 
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{b) Consider the following balanced 
one-way classification random effects 
model : 

y .. = J-1. + a · + e ·· i = 1, 2, · · ·, p , ; · = 1, 2, · · ·, n !} I !) ' 

where ~ 's and e ij 's are independent; 
2 2 a nd ~ - N (0, cr a) and e ij - N (0, cr e ). How 

would you test H 0 : (cr~ = 0) agains t 

H 1 : (cr ~ > 0)? 8 

(c) Explain the purpose of the Ga:..:tss-
Markoff theorem, and prove it. 8 

{d) Let X1, X 2 , ···, Xn be a random sample 
from the uniform distribution 

f (x, 8) = l ~ · 
0 , 

0$ X $8 

otherwise 

Examine the consistency of the 
estim~ors 1J. :=o XlnJ• T2 = X 111 + X(n J and 
T3 = 2X for estimating 0. 8 

(e) Give an example of sufficient statistic 
which is not complete. Define bounded 
completeness . 8 

2. (a) Con sider the function of observations 

y=C'Y, y 1 =C{Y, y 2 =C2Y, · · ·, Yk =CftY 

Show that the necessary a nd sufficient 
condition that the fun ction y is 
dependant on y1, y 2 , · ·· , Yk is that the 
coefficient vector of y is dependant on 
the coefficient vectors of y1, y 2 , · · · , Yk. 10 
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(b) Under what condition t he Cramer-Rao 
inequality reduces to the equ a lity? 
Illustrate through an example how it 
h elps in obtaining a UMVU estimate. 10 

(c) Let T0 be an MVUE, while 1J. is any other 
unbiased estimator with efficiency e 0 . If 
rB be the correlation coefficient between 
T0 and T1, then show that 

ro =Fa 

(d) Explain the tests for regression 
coefficients in short. 

3 . (a) Let X 1, X 2 , X 3 are three uncorrelated 
random variables having common 
variance cr 2 . If 

10 

10 

E(Xd=81 + 0 2 , E(X2 )=201 +0 2 , E(X3)=81 +28 2 

obtain the unbiased estimates of 81 and 
8 2 . Also obtain their variances and the 
covariances. 

(b) In a gen etical experiment , the observed 
frequencies in four possible classes 
(AB, Ab, aB, ab) are reported as 125, 
18, 20 and 34. The corresponding 
probabilities of each group are 

10 

.!. (3 - 2fl + e 2 }, .!. (20 - o 2 ) .!. (20 - o 2 ) and .!. (1 - 28 + e 2 ) 
4 4 ' 4 4 

respectively. Obtain the MLE of 8 a nd 
its variance. 10 
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(c) Let 

X- BD(x, p) and L(p, d(x)) == (p- d(x)) 2 

If p is assumed to have a uniform prior 
distribution (0 < p < 1), then obtain 
the Bayes estimate of p and the 
corresponding Bayes risk. 10 

(d) Let 1} be unbiased for g (8) withE (1}2 ) < = 

and sufficient. Let h (T) == E (1} I T), then 
show that-

(i) E[h(T)] = g (8) 

(ii) V[h(T)] ::; V(7i) 

equality holding iff P{[1} - h(T)] = 0 } = 1. 10 

4. (a) Show that the maximum likelihood 
estimate is a BAN estimator. 1 0 

(b) Let (X1, X 2 , ·· · , Xnl be a random sample 

from N(JA., cr 2
), when both (JA., cr 2

) are 

unknown. Obtain 100(1-a)% confi-

dence interval for cr 2 . 10 

(c) If X 1, X 2 , · · ·, X n are i.i.d. Poisson (A), 

obtain a UMVUE of g(A.) = e-A. (1 + /...). 10 

(d) Explain shortly Boots trap and Jackknife 
methods. 10 
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Section-B 

5 . (a) An urn contains 10 marbles out of 
which Mare white and 10 - M are black . 
To test H 0 : (M"" 5) agains t H 1 : (M = 6), 
one draws thr ee marbles from th e urn 
wirh out replacem ent. The hypothesis is 
rejected if the sample contains 2 or 3 
white marbles oth erwise it is accep ted . 
Find the valu es of a and ~- 8 

(b) In u sual notion, prove that 

E { eZnl [ID(tJrn } = 1 

for any point t in the s et D . 

(c) Let X be NP (I.t , l:) . Obtain the 
cha racteris t ic function and s how that 
Y(= CX) is also n ormal N P. 

(d) For a sin gle sa m pling plan for 
a ttributes, obtain th e proba bility of 
accepta n ce, (L(p)) of th e lot for known 

8 

8 

va lues of C. 8 

(e) If 

X 

sh ow tha t it is dis tribu tion-free, where 
Fn (x ) is the em pirical distribution 
function a nd F x (x) is the cumula tive 
d istribution function. 8 
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6. (a) 

{b) 

(c) 

Develop a test for H 0 : 8 = 8 0 against 
H 1 : e "# e 0 based on a random sample of 
size n from an exponential distribution 

" h 1 w1t mean-. 
e 

Discuss the problem of symmetry 
associated with the testing of several 
multivariate population mean vectors. 

Develop a sequential test for H 0 : p = Po 
against H1 : p = p1 , if the sampling is 
done from B (1, p}. Also obtain the OC 
function a nd ASN function. 

(d) Develop the discriminant function to 
d iscriminate between two norma l 
populations N~(l)' 2:) and N~121 , :2:). 
Determine the probabilities of mis-
classifications. 

7. (a) In a decision problem 

10 

10 

10 

10 

Q={i· l}· .4 ={a1, a2 }, P0 (X=l}=8, P0 (X=0}=1-8 

and the loss table is given as 

X a l ~ 

~ 0 10 

82 10 0 

(i) Find all possible decision rules . 

(ii) Find risk corresponding to a ll 
decision rules. 

(iii) Find minimax decision rules. 

(iv) Find a set of admissible decision 
rules. 
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(b) Define an empirica l distribution 
function . For a random variable with 
empirical distribution function F11 (x), 
show that 

f" • j] ( n \ j I ]n- j PL Fn (x) = ~ = l j) [F x (x)J 1- F x (x) , 

j = 0, l, 2, · · ·, n l 0 

(c) Define the following terms : 

(l) AOQ 

(ii) AOQL 

(iii) LTPD 

(iv) ASN and OC function 

(v) ATI 

(d) Develop a test for independence of sets 
of variates in a p -variate normal 
distribution. 

8. (a) Consider a q-normal population 

N~t 1 il, :Ld, i = 1, 2, ···, q 

Develop a test for 

H 0 : ~~ = I 2 =···="Lq = L 

(b) Define a single-parameter exponential 
family of distributions . State the tests 
for-

(i) H 0 : 0 ~ 8 0 versus H 1 : 0 > 8 0 

(ii) H 0 :01 ~ 8 ~ 0 2 vers u s H 1 :8<01 
or 0 > 0 2 

10 

10 

10 

Are these tests UMP and unbiased? 10 
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(c) A coin is tossed 8 times and the total 

number of heads were observed. A test 
procedure rejects the null hypothesis 
that the coin is unbiased. If the 
number of heads is less than 2 or more 
than 6, obtain a and power of the test 
for p = 0 · 2. 10 

(d) Explain a two-person zero-sum game. 

State the fundamental theorem of game 

theory. 10 

*** 
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