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Con. 6198-10. Qa Lom Svquaf F)sz],g..‘s, GT-6753

(REVISED COURSE)

(3 Hours) e [Total Marks : 100

N.B.: (1) Question No. 1 is compulsory.

(2) Solve any four from remaining questions.

(3) Assume suitable data wherever necessary and state it 6rly.

1. (@)
(b).

(c)
(d)

(b)

‘State‘ and Explain central limit theorem. Q

() State Axiomatic definition of probability.

(i) If X andY are independent random variables ghow that E[XY] = p, p, where
n= E[X] and p, = E[Y]. b

Define strict sense stationary and WSS randpm pNe#ess.

Define Markov Chain. State any two applicatwreas of Markov Chains.

a function to be a random variable.
Let X,, X,, . .... be a sequence o'f ran
Define : (i) convergence almostxrywhe‘re

(i) convergence in PgQbability
(iii) convergence in square sense
(iv) convergence iQDistNbution

for the above sequence to @dom variable X.

Define random proces&ive example of a random process. Show few
member functions. Pefine first and second order distribution and density
functions for a ran rocess.

The signal Z at the yput of an amplifier consists of a signal X to which is
added rando iseY. Thus Z =X +Y. If X is also a random variable.
(i) Determi e pdf of Z.
(i) X §d are independent then what is the pdf of Z ?
m

Define random variable, explain with sftab@ample. State the conditions for

variables.

Inac ication system, a zero is transmitted with probability 0-4 and
a o&transmitted with probability 0-6. Due to noise in the channel,
az an be received as one with probability 0-1 and as a zero with
probability 0-9, similarly one can be received as zero with probability 0-1
and as a one with probability 0-9. Now—
(i) A one is observed, what is the Probability that zero was transmitted.
(i) A one is observed, what is the Probability that a one was transmitted.

In Medical imaging such as computer tomography the relation between
detector reading y and body absorptivity x follows a y = e* law. Let X be
N(p, 02). Compute the pdf of y.
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§. (a) Define n-step transition probability for a Markov Chgin. (@/e Ch%an
Kolmogorov equation. .
(b) Consider the random process— d S \ 10
X(t) = A sin (w,
where A and 0 @ I-valued random variables and 0 is
uniformly dl%tjte ovt% ]. Find the mean p.(t) and Autocorrelation
Won R (&t,) Of X(1).
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6. (a) A WSS random process x(t) with autocorrelation— 10
R, (1) = Ae” ald
. where A and a are real positive constants, is applied to the input of an
LT! system with impulse response h(t) = e~bt u(t), where b is a real positive
constant. Find the autocorrelation of the output Y(t) of the system.

(b) In the photoelctric detector, LetY be the number of photoelectrons produced 10
in time , depends on the (normalized) incident energy X. if X yagg constant,
say X = X, Y would be a poisson random variable with par ter x but as
real light sources except for gain stabilized lasers — don mit constant
energy signals, X must be treated as a random variable. Qertain situations
the pdf of X is accurately modeled by— '

1 (,x} | $)

, x>0

— eX

fx(x) _ L K, - 7S
0, - x<0

2 4

where p, = E[x] \ :

Compute E[Y]. %

7. (a) The pdf of a random variable is sh% 10

&W 0-25 5‘0«'&
K -

A 025 g(K—lQ)

X

°q 5 16 X
(i) Find the value o¥constant K.

(i) Compute P[X « 5] and P[5 < X < 10].-
(b) The joint pro ity density function of (x, y) is given by— 10

| ey (X)) C (1 =X =) ‘
- for_value& and y for which (x, y) lies within the triangle as shown—
S

ol (

~
X

| gutside the triangle f,(x, y) = 0.
Find: () C
(i) fx(x)
(i)  f(y).



