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540-E 4 1stHf07
Con. 3358-07. (REVISED COURSE) ND-2002
(3 Hours) [ Total Marks : 100
N.B. Answer any five questions.
1. (a) State and explain with example :—
() Conditional probability 2
(i) Bayd's Theorem. 4
(b) If two events A and B are independant, show that —
() Aand B are independant 2
(i) A and B are independant. . 2
(c) For a certaih binary communication channel, the probability that a tra "is received as'a ‘0’
is 0-95 while the probabiiity that a transnutted ‘1’ is received as agS If the probability of
transmitting a ‘0’ is 0-4, find the probability that —
() a'lis recelved 3
(i) a ‘1’ was transmitted given that ‘1’ was received Q 4
(i) the error has occured. 3
2. (a) Define probability distribution function of random variable. portant properties of it and prove 6
any one property.
(b) I X is poisson distributed random variable, find moment ramng function (M.G.F.) and characteristic 6
function.
(c) A continuous random variable has the probabilj g inction defined by — 8
) =kxa® o xS0 %50
=0 . else.
Determine the constant K and find mean ﬁ\ )
3 Ha) WXisa commuous random variable and b then, prove that — 6
g
f =—1
y (Y) | a | X
(b) If a random variable X has uml ion in (=2, 2), find the probability densily function fy(y) o 4
¥=3X+2
(c) The joint probability densny f o dimensional random variable (x, y) is given by —
fy(X, y) = dxy 02 +¥2) | y=0
()  Find the marginal densa# functions of x and y. 4
(i) Find the canditi®gal dgnsity function of Y given that X = x and the conditional density 4
function of X atY =y
(iii) Check for nce of X and Y. 2
4. (a) Prove that if two variables are independant, then density function of their sum is given by 8
convolution of tag nsity functions.
(b) ltXandY aret endant exponential random variables with probability density functions given 6
by g
(x) x=0
X% 0. and
Liy=3a & yxD
=0 : V. < 0
Find the probability density function of z = x + v.
() The joint probability density function of (x, y) is f,,(x, y) = 8-e7 & +4): x y > 0. 6
If U=X/Y and V =Y, find the joint probability density function of (U, V) and hence find the probabilty
density function of U.
5. (a) If X andY are two random variables with standard deviations 6, and 6, and if C,, is the covariance
between them, then prove
(i) Cylx, y) = Ry (x, y) = E[X]-E[Y] 4
(i) 1 Cy | < 6x-6Y. q
Also deduce that 2
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(b)

(a)

2
It X = cos 6 and Y = sin 6 where 0 is uniformly distributed over (0, 2x). :
Prove that — <
(i) X and Y are uncorrelated. 5
(i) X andY are not independant. \d 6 . 5
Explain in brief — \ 12
(i) WSS process Y
(i) Poisson process
(i) Queueing system.
A random process Is given by
X(t) = Sin (wt + y)
where Y is uniformly dlstrbu@ rify whether X(t) is a wide-sense stationary process.

Explain power spectral ion. State its important properties and prove any one property. 8

1e spectral density function, where a and b are constants.
nsity of a WSS process is given by — 6
(a-1Iwl); Iwl<a

;lwl > a
ind the auto correlation of the function.




