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MATHEMATICAL SCIENCES
' Paper 11
Note :—This paper contains seventy (70) multiple-choice questions, each question
carrying two (2) marks. Attempt any 50 questions.

1. Let an'= n sin(E), n =12 ... Then lim aq, =.........
n n—oce ,
(A) 0, (B)
©C) = D 1

1
A) 0 | B 3
€ 1 | | D) _Z.
o 3
J : nx .
3.  The series 2:21 3, 3 s

(A) not convergent in [0, 2]
(B) convergent but not umformly convergent in [0, 2]

(C) uniformly convergent in {0, 2] but the sum function is not contlnuous

in [0, 2]
(D) ‘umformly convergent in [0, 2] and the sum function is continuous in
{0, 2.
23 |
4. Let f2) = 5 and let O be |z| = 3. Then J, f@dz = o,

(z-7)® (z+5

because :
(A) the residue .is 0 at its only pole within C . |
(B) the sum of the residues at its two poles wlthm Cis 0
(C) f(2) is analytic on and within C
D) |f@] < I_Mz_. for some constant M.
z” |
Math. Sci./II ' 3 P.T.O.
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Let A be the determinant a x+b ¢ d
d

+

20+ 2%+ 1

Let f(2) = Let 1; = jc. f(z)éz. Here C, isvthe circle
J

2 2

2] =1 and 02 1is the ellipse whose equation i,n‘.,«R2.is ECZ- + —3-'9— = 1, both
oriented counterclockwise. Then :
A I, =0=1, B) I, =2m =1,
©C) I, =2m,1,=0 - (D) I, = 2ni, 1, does not exist:
1 2
Let A=[; 142]andB = [_1 1]. Then the inver§e of BA :‘
8/7 -4 [ 17 1/2

(A) is the matrix [ ] B) is |-

| —2/7 1 | -1/28 —1/8]
| . o [-v2 v7 )
(C) does not exist (D) is 2 47

"ra.51 ' .

If (1, 1) is an eigen vector of A = 5 J, then one of the eigenvalues
of A is : L3k ,
A 0 B -1
©) 1 - D) 2.

Which of the followihg is a pair of factors of A ?

(A) x+a+b+c+d and x-a+b-c+d
(B) x+a+b+c+d and x°

(C) x-a+b-c+d and x®

(D) x+a+64~c+d. and x+a-b+c~d.

Math. Sci./Il 4



10.

A

.. have :

12.

The linear equations :

2x + 3y + 4z
5x — y + 2z
9% + 5y + kz =

]
o © o

(A) no solution for any value of &

(B) a unique solution for 2 = 10
(C) at least one solution for every value of % .
(D) infinite number of solutions if £ # 10.

Suppose X, and X, are independent Bernoulli r.v.s w1th EX1 p, and
EX, = p,. Then X1X2 follows : ‘
(A) Bernoulli distribution with mean P,

(B) Bernoulli distribution with mean P, + p,

(C) Binomial distribution with n = 2 and p = p.p,

(D) Bernoulli distribution with mean (1 - py) (I - p2); -

If X is a binomial (n, p) r.v. and Y is a Poisson r.v. w1th EX EY, then:
A) PX = =P =0)

(B) P(X 0) <P(Y=0)

©C PX=0 > P = 0)

(D) nothing can be said about P(X = 0) and P(Y = 0) because n is not
known.

A family has 4 chlldren The probablhty of a child bemg a boy is ]]2 The

-sex of each child is determmed mdependently of the prev1ous chlld/chlldren

Let :
o
B
Then :
A a>8
B) a<p
(C) a=p
(D) nothing' can be said about o and B.

P (no two consecutive children are of the same sex)
P (the first 3 children are girls).

]

| Math. SciJ/II | 5 .. PT0;



13. ' If X is a standard normal r.v, then P(X < x) - P(X 2 x) is maximum at
the point 6, where : o —_— | |
A 6=1 . (B) 6<0.
© 06>1 . D 6 =0.
14. If X has the standard normal distribution and Y is a dlscrete r.v. independent
of X, then the distribution of X? + Y% is
(A) discrete
(B) absolutely continuous.
(C) chi-square
(D) neither continuous nor discrete. ‘\ _
15. Suppose E (X?) = 0.5. Then P(-1 < X £ 1) must be :
(A) less than or equal to 0.5
(B) greater than or equal to 0.5
(C) exactly equal to 0.5
- (D) none of the above. ~ :
16. Suppose X and Y are independent Poisson r.v.s with EX = 12 and EY =6.
Then : v S ‘
(A) it ; Y follows Poisson distribution;yvifh mean 9
(B) X ~ Y follows Poisson distribution with mean 6
(C) —}2S + Y follows Poisson distﬁbution with méan 12
(D) none of the above holds. ‘
17. A, B and C are independent events Wlth P(A)=P@B) = P(C) = 1 . Then
3
(A v B U C) equals : \
v 20 19
A — B ==
(’) 57 (B) 97
> 18 ‘ .
(C) 27 (D) 1.
Math. Sci/II : 6
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18.

19.

20.

kCOnsid‘er the L.P.P. : R L DR D
‘ Maximize‘: Z = 2x1 + x,

Subject to the constraints :
5x, + 10x, < 10

X, +%y 21

X5 "xz = 0.
Then : : SR
(A) the problem has no bounded solution
(B) the problem has more than one optimal solution
(C) the problem has‘a unique optimal solution
(D) the constraints &re: incénsistent.
Consider the L.P.P. :
Maximize : ¥ + 2y + 2z
SubJect to:

xX+y+2=<
2x+y+z§10’
x20,y20,2z2
Then : |
(A) x =3,y =2, z =2 is an optimal solution

B) x =0,y = 7/2 = z is an optimal solution
© optlmal solution for this problem is unique

(D) none of the above is true.
Cons1der a LP.P. with the constramts :
o 2x +, 3;x

Xy +.%, 2 6 ‘ o

We rewnte the above constramts as : : v e -
2c, + 3, +y = 15

x, +x,- 2z =6
Then which of the followmg is true ?
(A) y is called a slack variable and z is called a surplus variable
(B) y is called a surplus ‘variable -and z is called a slac"’k vanable
(C) Both y and z are-called: slackvariables- :
(D) Both y and z are called ‘surplis variables. o o

Math. Sci/IT 7 . PTO.



21.

22.

- 23.

24.

Let

Let E be an uncountable subset of R and let
E=VU A,
n=1 :

where each A is a subset of R. Then :

(A) ‘at least one A contains a rational number
(B) at least one A contains an irrational number
(C) at least one A contains an open interval

(D) no A, is countable.

f) = { x, x € [0, 1] and x. is rational,
-x, x € [0, 1] and x js irrational.
Then :
(A) all discontinuities of f in [0, 1] are of the ﬁrst klnd
(B) all discontinuities of f in [0, 1] are of the second kmd
(C) f is continuous in [0, 1]
(D) f is discontinuous at all points in [0, 1].
Let :
f(x):{ x+1 %f -1<x<0,
-x+1 if 0O0<x<1
Then :

(A) f is continuous on -1, 1}, is of bounded vanatlon on [—- 1, 1] and its
total variation on [-1, 1] is 2 =

(B) f is of bounded variation on [—- 1, 1] and 1ts total vanatlon on [— 1 1}
is 1

(C) f is continuous on [~ 1, 1], but is not of bounded varlatlon
(D) f is of bounded variation on [-1, 1} but is not continuous.

Let d be the discrete metric on R, i.e. dlx,y)=0,ifx=yand d(x y)=1
if x # y. Let

a, = —l-,n = 1,2,
n “
Then : :
(A) {a,) is nelther bounded, nor convergent in. (R d).
(B) {an} is both bounded and convergent in (R, d)
(C) fa,) is convergent but not bounded in (R, d)
D) fa, } is bounded, but not convergent in (R, d).

Math Sci./11 8
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26.

29.

25.

27.

28.

Whlch of the. follbWing functions has a zero at z = 2—2-£ ?
(A) sinz + cosZ ' (B) sinz — cosz
. | . 2
(C) sin 2z : (D) sin 3
A Mobius transformation is completely determined by its effect on how many
points ? ’ '
(A) Two (B) Three
(C) Four \ D) Fivef

Which of the folloWihg is the Taylpr series of sin 2z fn powers of (z — m) ?

z-m? | (z-m° _

A 1- = +‘ i ,(B)' 2(z—vn)+§(z—n)3+...
© ( 4 z—m? o &=, 4=’
z—1t)+§—!(z—1t Ao o1 30
If N
1 - 1 ..
x+ = = 2 cos® and x — = = 2¢ sinb,
x x5 .
T
then x" + — 1is equal to :
x
(A) 2" cos© ' (B) 2 (cos 0)
(C) 2 cosnb (D) (2 cos0).
sin 1 has :
z

(A) no singularities in the plane

(B) has only a pole at 0
(C) has an essential ‘singularity -only at 0

(D) has essential singularities at. z = tnn for all integers n.

Math. Sci/II | | 9 | "~ PTO.



30.

32.

Let R be the ring of all 2 x 2 matrices with ‘integer entries. Let

ffloall| .
S = {[0 Z] a, b integers} ~
Then :

(A) S is not an ideal of R
(B) S is only a left ideal of R
(C) S is only a right ideal of R

" (D) S is both a left and a right ideal of R.
31.

Which of the following are correct ?
(1) Every ideal of the ring Z of all integers is principal
(2) Every principal ideal of Z is a prime ideal

(3) Every prime ideal of Z is a maximal ideal

(A) Only (1) and (2) (B) Only (2) and (3)

(©) Only (3) and (1) (D) All of these.

H is a subgroup of G and every coset of H in G is a subgroup of G.
Then : ' ‘

(A) H = {e}

B) H=G

(C) G must have prime order

(D) H must have prime order.

G is a group and H, and H, are subgroups of orders 24 and 60. What is

the maximum possible order of the subgroup H nH, ?
A) 1 (B 3
Cc) 12 ‘ (D) 24.

Math; Sci./II 10
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34.

35.

36.

37.

Let X, X, ...... X be p vectors with n components each, and let M be the
matrix with these p vectors as row vectors. Then the p vectors X, X,, ...... Re
X are : _ '

(A) linearly independent if M has rank less than p

(B) linearly independent if M has rank less than p, and they are linearly
dependent if M has rank p

(C) linearly dependent if M has, rank p

(D) linearly independent if M has rank p, and they are hnearly dependent
. if M has rank less than p.’

Let F : R > R be a map defined by F(x, vy, 2) = 3x — 2y + 2. Then :

(A) F is not a linear map

'(B) F is linear and the kernel of F has: dimension 1

- (C) the kernel of F is a vector space of dimension greater than 2

(D) the kernel of F.is the set of all vectors in R® Whlch are orthogonal to
the vector 3. — 2 ] + k.

Let F : R? - R? be the linear map such that F(x, y) = (3x — y, 4x + 2y).
Then :

(A) F is neither injective nor surjective
(B) F is injective but not surjective

(C) F is not injective but it is surjective

(D) F is an isomorphism.

The matrix associated with the linear transformation F : R* — R? given by
Fx, y) = (4x +y, —x + 2y) :

~, (A) is skew-symmetric

(B)_ . has an eigenvalue Whose algebraic multiplicity is equal to 1ts geometric
multiplicity

(C) has an eigenvalue whose algebraic multiplicity is not equal to its geometric
multiplicity ' '

(D) is diagonalizable.

Math. Sci/I1 ' 11 . PT.O.




38 The smgular solution of the dlfferentlal equation

x(dy)¥—2xix—4y=0,

dx dx
"is given by :
‘ (A) Y2 = -1 B 4ty = -1
o © 2t =-1 D) dxhyt = -1
|

39. Using the method of variation of parameters the. partlcular integral Yp of the
differential equation
2
_C!__ + 9y = cosec 3x,
can be expressed as yp = A (x) cos 8x + B (x) sin 3x, where A (x) and B (x)

~ are given by :

(A) Alx) = I sin8x cosec3xdx, Blx) = - J' cos3x cosec3xdx
- 1 . cos3x cosec3x '
(B) A(x) = _§J. sin3x cos3xdx, B(x) = f 3 dx

(C) Alx) = — %I sin3x cosec3xdx, B(x) = —;—J. cos 3x cosec 3x dx
D) Alx) = I sin3x cos3xdx, B(x) = I cos3xcosec3xdx .
40. The roots of the auxiliary equation for a homogeneous linear differential equation

|
| 4 with real, constant coefficients that has y = 4 + 2x> — ™% as a particular
‘ : N . ‘

solution, are :

il
Il

0,0 2 -3
0, 0, 0, 3.

(A m=0,0,0, -3 | (B) m

C m=400 3 D) m

Math. Sci/II 12




41.

42.

43.

The form of the particular solution Y, that can be examined for the solution
of the differential equation ‘

(D? + 3D)y = - 18
is :

(A) y, = C, + Cpx + Ce™

(B) y, = C, + Cyx + Cye™ ,

© y, = C +sz+Cax2+C4e3"”

i

@) y, =C, + Cx + Ca® + Ce¥.

The differential equation ‘ o
«® + y9dx + Bxy’dy = 0 o

is o \ |

(A)k exact, homogeneous and linear. .

(B) exact, non-homogenéous ‘and jlineia‘r ‘

(C) inexact, homogeneous andi non-linear

(D) , exact, homogeneous anﬂd non-linear.

The general solution of the differential equation

%z, 2xy° %z 23
ox

%y

is of the fbrl,ﬁ F(u, v) = 0, where u (x, y, z) = C, and v (x, y, z) = C,, are
giVen, by . il . o .

A) ulx, 3, ) = =+ ——15 vix, y, 2) =.x + —1-3— L
¥ ' oz g
(B)u(x y 2) = 2% + —5, vix 9, z')=x+‘-—1——-*'
| v, b | ) 2y2’ ’ " ” 222
14 N ‘2 L : Y . B
x 1 . .1
© ulx, y, 2) = 5 + pr2 vlx, 3, 2) = 2= o3
' 1 . ~ 1
D ulx, vy, 2) = x> - =%, vix, 5, 2) = x = —°
ulx, y, 2) X 2y2 v Y 2z2

Math. Sci/II 13 . pToO.



44.

46.

45.

The compié;t‘e;integfalzqf.ff\ S : L ey s

is given by :

(A) E-(I—E%-izx‘+—§y+b @ 220+ @ =2x+%y+ 2b
C) 221+ a) = ax + 2y + 26 (D) ,(1fa) = 2x + %y rb.
Consider the following data set : |
@,y i=1,23845

i 1 . 2 3 4 15

£ |10 | 11 [12] 13|14
y |31 | 29 | 27| 25|23

Then :

(A) - the correlation coefficient Py between X and Y is negative but not —1
FB) _‘ Ty = —1

©ry=0

(D) none of fhe‘above is true.

For a bivariate data set {(xi, y)i=1,2, ceeny n} the correlation coefficient
r was found to be —0.8. Then : | |

(A) both the regression coefficients are negative

(B) one regression ;oefﬁcient is positive While the other is negative

(C) the product of f;he '“regression coefficients is —0.64

*

(D) both the regression coefficients are positive.

Math. Sci./I1 14
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47. Let P(E) = 0.25 and P(F) = 0.80. Then Wthh of the followmg statements
' must be true 7
I:PENF) <025
: P (E N F) > 0 20
:PENTF) 2005
(A) I only (B) I and II only
(C) I'and T only - (D) 11 and III only
48. X is a random variable W1th EX)=3and E (X% =13. Then the lower bound
for P(-2 < X < 8) using Chebyshev’s inequality is :
(A) 0.05 B) 040
(0) 095 | ‘D 084, |
49. The moment generating functlon of a degenerate random vanable is
m(t) = 2 for real ¢. Then the rth moment of X about the origin is equal
to : ‘ . N : : N
(A) In 2 (B) (ln 2)’
L 2y -
(© (nr ) D 1
50. Which of the following statements is correct ?
I : The standard deviation of a random variable can take any Qalue in the
set R of real numbers. |
II: The partial correlation coefficient r,, is defined as -
Tig — Nales
- rfy) A - )
II1 ; For a random variable X with mean p # 0, the value of real constant
b for which E (X — b)? is minimum is 0.
IV : For a random variable X, the value of real constant ¢ for which E [X-a |
is minimum is equal to the median of the distribution of X.
A v | ® I |
© 11 . (D) IIIL
Math. Sci/II 15. | . PT.O.
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51. _
the answer with probability p(0 < p < 1) or he guesses with probability
.1 — p. Suppose that the probability of answering the question correctly is
1 for an examinee who knows the answer and 1/m for one who guesses, m (> 1)
being the number of multiple choice answers. -
Assuming that an examinee answers a question correctly, the probability that
he knows the answer is :

p i ] i ‘. | r m - 1 :

@D TTm-vp ® =
© T3 Dp D Tt Do

52. Let the p.d.f. of random vanable Y be f(y). Then the p.d.f. of the réndom
variable X = |Y| in the region [0, oo) is : S
@) &) = [+ fey)y | ‘® B = fo) - F=)

+ f(~ - f(-y)

© gy = L2 zf( 2 @ &Y = [ zf L.

53. Let X follow N (0, X) distribution. Consider the following two statements :
S, : Every hnear combination Ux follows univariate normal distribution,
S, : Every quadratic form X'AX follows chi-square distribution.
Then ;- L : . : .
(A) only S, is true (B) only 8, is true
(C) both are true.. , (D) both are false.

54. LetX, X, ...... ,» X, be a random sample from a p.d.f. f(-) with c.df F(-).
Let Y, <Y, Sivvrenan. < Y, denote corresponding ordered statistics. Then
fya(y) for a =1, 2, ..... s

is : " . ’ i
, -1 -
(A) ( )(F(y))“ (X'~ FON"-f) B) o= 1)'(n )F(y) - F(y”" “f)
n! ‘ a-1 . n-q
© ( ) (F<y))“ a- Foy D) G O T A-Fo
Math. Sei/Il | 16 |
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55. Let random variable X follow exponential with mean 1/8 (8 > 0). Then the
median of the distribution is : ‘

; 1
(A) 6 In 2 (B) 3 In2

1

». © 2 In2 L e

56. Let X be distributed as beta variate with

B(al b)x“’l(l - x)b-‘1

Let Y = —log, X. Then the distribution of Y, if b = 1, is :

O0<x <1
a, b > 0

P,p(x) =

(A) exponential distribution with mean 1
| | a

(B) exponential distribution with mean «

(&) eprnential distribution with mean 1

(D) exponential distribution with mean a + 1.
57. Consider the two statements :

. (a,) Locally most powerful test is to be used when the UMP test for the
problem does not exist.

| (a,) For those distributions which do not possess monotone likelihood ratio,
| the UMP does not exist. We, therefore, search for the test which has
larger power than any other test, of same size, in the localised region.

Choose your answer from the following :
~ (A) Both (a,) and (aé) are correct and (a,) is the correct explanation of (a))
(B) Both (a,) and (a2) are correct but (a,) is not the correct explanation of
(a,) ' o
(C) (a,) is true but (a,) is false

(D) (a) is false but‘(a2) is true.

Math. Sci/II 7 P.T.O.



58.

59.

60.

61.

In the sequehtial testing, the Wald’s fundamental identity provides the
expression for : R

(A) oC fﬁnction only when E(2) # 0 -

(B) ASN function only when E(z) # 0

(C): both OC and ASN functions only when E(2) # 0

(D) both OC and ASN functions when E(2) = 0 as well as E (z) = 0.

The multiple correlation coefficient measures the strength of relatlonslnp’

between :

(A) two sets of random variables

(B) two random variables

(C) two random variables after eliminating the effect of other variables
(D) a random variable and a set of other random variables.

Let X be an observation from a normal distribution with mean zero and
variance o2

Which of the following statements is false ?

(A) X is sufficient for o

AR
B) (\/;) |X| is unbiased for o

(C) [ \/g) |X] + aX is biased for ¢ for any real d # 0

(D) Unbiased estimator for o® is X2

Let X be distributed as N (8, 1) and let for 6 = 0, P(|X| > 1.96) = 0.05.
' The best critical region based on X for testing the null hypothesis H : 0 =0
~.versus the alternative hypothesis H, : 8 > 0 is given by X > 1 96. If

P(X > 196|H) = o, then the value of o is :

(A) 0.01 (B) 0.025
(C) 0.05 o (D) 0.10.
Math. Sci/II | 18
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62.

63.

64.

65.

In order to test randomness of a series of observations the approprlate non- '

parametric test is :
(A) Sign test (B) 'Mann-Whitney test
(C) Run test- l (D) Wilcoxon rank test.

In M/M/1 standard queueing model which of the followmg r.v.s has a
distribution which is a mixture of a degenerate and gamma distributions ?

(A) The number of customers in the queue

(B) The number of customers in the system

(C) The time spent by a customer outside the service counter
(D) The time spent by a customer in the .system.

In the deterministic elementary inventory model with fixed demand and

instantaneous supply, the EOQ formula is independent of :
(A) holding cost (B) ordering cost
(C) cost of the item (D) none of these.

Consider the two person zero sum game with pay-off a; to player 1 if player 1

chooses strategy i and the player 2 chooses strategy LHi=1,2, ... , m;
J=1 2, ... ,» n. Suppose :
@ = max min @; = min max au
13 J J :

Consider the two statements :

S1: If player 2 chooses k, then player 1 cannot get more than a,,

S2: If player 1 chooses r, then he is sure of getting at least a,.

Then : =

(A) S1 is true but S2 is false v(B) S2 is true but S1 is false
(C) both S1 and S2 are true (D) both S1 and S2 are false.

Math. Sci. /11 19 P.T.O.




66.

67.

70.

68.

69.

Suppose that a variable x;in a L.P.P. is unrestricted in sign. Then the jth
constraint of the dual L.P.P. is : '

(A) unrestricted in sign B) ‘a strict inequality
(C) a strict equality (D) is unbounded.

For estimating proportion of population units possessing a particular attribute
based on a SRSWR sample, the estimator for the V (p) is given by :

@ Vg = 2D ® V) = LoD
© V(p) = 2L= D @ V) = 2L= P
n- 3 , nin - 1

The two-stage sampling designs are preferred to corresponding unistage
sampling designs because :

(A) these provide more efficient estimators than that of unistage designs
(B) unistage designs are not suitable for large scale surveys

(C) the sampling frame of ultimate units is not readily available

(D) it requires less number of trained persons than unistage designs.

The value of error S.S. in the following A.V. table for CRD is :

Source d.f. - S.S. M.S.S.
Treatments 4 3p
Error / p
Total 9 425

(A) 300 | (B) 200
(C) 125 (D) 150.

Which of the following is not a hasic principle to be adopted in designs of
experiments ?

(A) Fractional replication (B) Randomization

(C) Local control (D) Maximum number of replications.
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