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INSTRUCTIONS
Candidates should attempt all the questions in Purts A B&C
However, they have to choose enly three questions tn Part D,

Answers must be written in the medium opted (Le. Enghish or

Kannadal,

This paper has four parts :

A 20 marks
B 100 marks
C 90 marks
D 90 marks

Marks allotied to each guestion are indicated in each part.

Assume switable data if considered necessary and indicate thr

sanie clearly,

Notations arnd symbols used are as wsual.
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PART A dx5=20

Fach question carries 5§ marks.
1. (&) If PA)=p and P(B) = q, then show that

PBlay > Pru-1
P

(b) Let X, Xo, ., X, be a random sample of size n from a

population with p.d.f.

fix, 6) = Gx”_l, 0 <x <1 48>0
1
Examine whether [1 Xi is a sufficient estimatur for 8.
i=i

ic)  Distinguish between simple and composite hypotheses. Tllustrate.

{d) Explain tlie practical advantages of a sequential test procedure.
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PART B 10x10=100

Each guestion carries 10 marks.

2. ia) Let Xy, X5, ..., X_. be a random sample from a nermal population
1 v I pop

N6, o2). Show that

4 1 L
g% = Y (X, - X)
n—1 % ‘
1= ]
15 an unbiased estimator of c?

) Stating the regularity conditions on {ix, 6), 8 ¢ £, write down the
Cramer — Rao  lower bound for the wvariance of an unbiased

estimator of gi0).

3. (a} The joint probability density function of two random wvariables X

and Y s
. 1 .
f‘(x,y}=g(b—-x—y), 0<x=<2 2=zy=<d.

Find
{i) the marginal density functien of X, and
i) PX « 1, Y « 3).

(b} Show that the coefficient of corrclation r is independent of change
of crigin and scale. Also prove that for two independent variables.
correlation cocfficient r = 0. Show by an example that the converse
may not be true.

4. Rstahlish Chebychev’s inequality.

If X is a random variable such that E(X) = 3 and E(X®) = 13. use
Chebychev's inequality to determine a lower bound for P(-2 < X « 8.

5. State and prove Lindeberg — Levy Central Limit Theorem.

[ Turn ove-
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6.

10.

11.

The characteristic function @{t) of a discrete random variable X is given
by

@ylt) = (p el + "
Find the probability distribution of the random variable X,
State and prove Borel — Cantelli lemma.

Stating clearly the underlying assumptions, outline the Chi-square test
for goodness of fit.

Stating the necessary conditions on X and U, show that the least
squares estimator of B in the model Y = XP + U is (a) unbiased, and
(b) consistent.

Establich Rao — Blackwell theorem. State the significance of this theoren.
If X 18 distributed as Np(u, T), then find the characteristic function ol X

and prove that every linear function of the components of X 18 univanate
normal.
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PART C (ix 1=
Fach guestion carries 15 marks.
12. Establish Holder's ineguality and deduce Cauchy — Schwartz inequulity as
a special case.
13. Let Xy, Xy, oo X, bea random sample from

. 1 -
ﬂx,{))::t—_j-c Xm, O<u<on 0B <om,

. -1 . . . . o
Show that X = = E X, is a minimum variance bound estimator of €
=1
: 2y
and has variance 6%/n.

14. tz) Define & maximum lHkelihood estimater (MLE3} and state  its
important properties.

(1) Obtain the MLE of 0 based on random samples of n observations
frora & uniform distribution over the interval (O, {1

15, in)  Define the partial correlation coefficient. In usual notations prove
that

r,,

e e
j 2

- (1
\'fl Ty y°

Y12 =Ty

1“1.-> .

2
ol

‘bt Defire orthogenal polynomials. How are these useful in regression
analysis ?

16. Outline the lollowing methods of estimation :
iz} Method of moments
ibr Method of minimum chi-square
17. Describe the following tests :
‘a)  Sign test for location, and
iby Run test for randomness.

[ Turn over
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PART D Ix30=00

Answer any three of the following gquestions. Euch questiorn carries
30 marks.

18. (a) Staze and prove Chebychev’s weak law of large numbers (WLLN).

(b) Examine whether the strong law of large numbers (SLLN) halds for
the sequence of mutually independent randem variables (X, ] with

distribution

18. (a) Prove that for ary characteristie function ¢ :

1 - Re oty 2 {1 — Re o2t}

..E.i-—d

where Re ¢ 1g the real part of ¢,
by Let {X} be a seguence of random variables with p.m.f.

PXa =1 =% PX, =0 =1-_2%
n n
Show that X“ —I——) 0.

(¢} If X is a random wvariable such that Eie®®) exists for a » 0. then

prove that

E X[ = €) £ Eie™e?
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21.

ih)

fa)

{h

(1)

(7} 221

Define & most powerful test. A sample of size 1 i1s taken from
probability density function

f[’ -
z 8—53{—2, {l < x < (.

6

(%, &) =

Find most powerful test of H;, : 6 = 0y against H,:0=0,, @,> 0,
at level .

Define a U.M.P. test, Let X, Xy, oy X, be a random sample from
the uniform distribution on (0, 6). Obtain an U.M.P. test for testing
Hy : € = 0 against Hy 1 0 > Q.

Explain the concept of one-way classified data. Write the linear
mode] for it. Obuuin the leasl squeres esiimate of the parameters
involved in it

If (&, Bt i the strength of a Sequential Probability Ratio Test with
boundary points (A, B), prove that

4
A< ]———[l and B = p )
(o3 11—«

. i} N . . . .
Define Mahalanobis 1. Show that it is invariant under any
non-singular linear transtormation.

Define Hotelling’s T2-statistic. Develop a test for testing

H, : Kk =}, on the bhasiz of a random sample of size N drawn from

Np(ll, Y, where ¥ 1s urknown.
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