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SECTION-1

Note: Each question of section 1 is of 3 marks.

Q-1 Define probability.Explain joint and conditional probabilities.

Q-2 Define CDF and give its properties.

Q-3 Define-Sample space


        Event


        Mean

Q-4 Explain Gaussian Distribution with necessary equations.

Q-5 Find out the mean of Gaussian PDF.

SECTION-2

Q-6 Define entropy. Prove that entropy is maximum when all messages are equiprobable.                                                                                                        (3)
Q.7 What is mutual information I(x;y)? Derive the formula of mutual information in terms of channel matrix and input probabilities.                                         (3)
Q.8 Find the channel capacity of the BSC.                                                        (5)
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Q.9 Explain entropy of a continuous memoryless channel.                             (4)

