MATHEMATICAL SCIENCES
PAPER-I (PART-B)

Let {x,} be a sequence of non-zero real numbers. Then

1. If x, — a, then a = sup x,. y 1{
2. If s <1 Vvn, then x, — 0. r o ;
Xn ‘ ¥ - / [ 'I
3. If X, <n Vn, then {x,}diverges. r < " r
4. Ifn <x, Vn, then {x,} diverges. - J
: y <
Let {x,} and {y,} be two sequences of real numbers such-that])d;_gynﬁ xmr;
n=1, 2,3,L \ ( -y
1. {yn}1s an bounded sequence. = | ‘\ ' ‘ ¢
2. {Xa} 1s an increasing sequence. s )
3. {Xn} and {y,} converge together
4. {ya} 1s an increasing sequence.

Let f:[0, 1] — (0, o) be a continuous function. {Suppose f(0) = 1 and f(1) =7. Then
1. f is uniformly continuous and is not onto! /

2. f is increasing and f([Oil] =1, 7]. .
3. f is not uniformly conti S. ‘
4. f is not bounded. -, \

y

Let f: [a, b] — [c, d] lgg%on(.)tone and bijective function. then

fis co,gtin'u{us, but ' need not be.

fand f} ‘:?e-‘oqth continuous.

Ifb —a™> d H{¢; then fis a decreasing function.
fiis not uniformly continuous.

b s

454 L_etf fibe a series of real numbers. Which of the following is true?

n=1

o
. If E X, 1s divergent, then {x,} does not converge to 0.

1
1
2. I z X, 1s convergent, then Z X, 1s absolutely convergent.
1
3

1
. If " x, is convergent, then X. —>0,as n—> o.
- r 1
4. If x, = 0, then z X, 1s convergent.
1
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-

Let f: | — be differentiable with 0 < f'(x) <1 for all x. Then

1. f is increasing and f is bounded.

2. fis increasing and f is Riemann integrable on | .
3. f is increasing and f is uniformly continuous.

4. fis of bounded variation.

converges uniformly on [0, 1] to a function f. Then

Let £,:[0,1] — | be a sequence of differentiable functions. Assume that(liﬂ
i)

"-r

J L

/‘J

1. f is differentiable and Riemann integrable on [0, 1]. _
f is uniformly continuous and Riemann integrable on [0, I]Q.e!1 - ; r
3. f is continuous, f need not be differentiable on (0, 1) and need not be |
Riemann integrable on [0, 1]. 1
4. f need not be uniformly continuous on [0, 1]. e -'-.

b

-~ ‘ i
s o2 2 R 2
Let, if possible, = lim SPCCHY) 8L %yl X 2¥0 Hyop

=00 X +y? Ton->@o x? +y?

a exists but 3 does not.

a does not exists but § exists.

a, B do not exist. ,

Both a, f exist. /

b=

4

Let f:; > be anon-negai\'/él,ebesgue integrable function. Then
< g E
1 fis finite almosﬁe erywhere.

2 fis a continuows ‘l'énction.

3. f has at most countably many discontinuities.

4 f?is Bebesgue integrable.

* %

1 is not connected but compact.

2. v is neither connected nor compact.
3. S is'bounded but not connected.

4 S i§ unbounded but connected.

Let S 'J(x, y) €4 2‘;";(y =1}. then
S

Consider the linear space
X = C[0.|1] with the norm | f||=sup{|f (h]:0<t<1}.

LetF=£Tf e X :f(%):O} andGZ{g e X :g(%);tO}.

Then
Fl. F is not closed and G is open.
2. F is closed but G is not open.
3. F is not closed and G is not open.
4. F is closed and G is open.

F
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Let V be the vector space of all n x n real matrices, A = [a;] such that a;; = -a;; for
all 1, j. Then the dimension of V is:

L n’+n
2
5 n’-n 1
. o A

3. n’-n. (/'/ J
4, n. \ )} v
Let n=mk where m and k are integers > 2. Let A = [a;j] be a matrlz.,g'ven by ja;=1

if for some r =0, 1,..., m-1, rk < 1, j <(r+1)k and a;= O ?tferwmej Then the
null space of A has d1mens1on 1 P r’
LY

1. m(k — 1). 1 1
2. mk — 1. "

3. k(m — 1).

4. ZEro.

The set of all solutions to the system of equatio

(l—i)Xl—iXZZO
21+ (1 -1)x;=0

is given by:

. (Xl, X2) = (0 0)
2. (xi, x2;=¥1l,1).

W Sz .. 5« .
3. (X1, X2 )i € ”COST+ IsmT where c is any complex number.

} 3z 3z
1 xz) =C cos— IsmT where c is any complex number.

Let A be m n matrix where m < n. Consider the system of linear equations
A x =Db where b is an n x 1 column vector and b # 0. Which of the following is
always true?

The system of equations has no solution.
e system of equations has a solution if and only if it has infinitely many
solutions.
The system of equations has a unique solution.
The system of equations has at least one solution.
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Let T be a normal operator on a complex inner product space. Then T is self-
adjoint if and only if :

All eigenvalues of T are distinct.

All eigenvalues of T are real.

T has repeated eigenvalues.

T has at least one real eigenvalue. . «

el S

1
A 2 x 2 real matrix A is diagonalizable if and only if : _,( / ||
\) ’

1. (trA)* <4 Det A. r . '
2. (tr A)* > 4 Det A. \

3. (rAY=4DetA. 1 X

4. Tr A =Det A. < g .\ r’

% .

Let A be a 3 x 3 complex matrix such tha 12&(2 the(3 ﬁ i'identity matrix).
Then : . '

-

A is diagnonalizable.

A is not diagonalizable.

The minimal polynomial of A has a rep§atéd root.
All eigenvalues of A are real. /

b

Let V be the real vector spacéﬁi‘@al polynomidls of degree <3 andlet T : V —
V be the linear transfornagtioh defined by P(t)’a Q(t) where Q(t) = P(at + b).
Then the matrix of T v‘ljh réspect to the basis'l, t, t* of V is:

-

b b &
« 20h
1. 0 a(zp "
| 0% a’ g.r
11 *
24 b 2ab|.
b2
; b b’
3. a o0
)) b a’
fa a a’
4, b b 0
0 a b’
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o

yw

Y

=

(X —a) (X -b).

(X —a)* (X -b).
(X —a)* (X - b)*.

(X —a) (X -b)’

a 0 o0
The minimal polynomial of the 3 x 3 real matrix | 0 a 0
0 0D

The characteristic polynomial of the 3 x 3 real matrix A =

P

X+ aX?+bX +e.
(X-a) (X-b) (X - ¢).

(X-1) (X-abc)

(X-1)* (X-abc).

H 5 ( ) V

1
<34

1S:

.(.
ooﬁ—t," /‘J

1 0 ﬁ'is:

-
" F

Let e, e5, e denote the standard basisfof ; *.§ Theh ae; + be, + ces, e, €3 is an

orthonormal basis of | * if and only i

W=

LetE={ze £ :e"=}. ThenEis:

1.
2.
3.
4.

Suppose \“

}is a sequence of complex numbers such that Zan diverges. Then

a0, a2 +b*+c’=1.

a==x1, b=c=
a=b=c=1.
a=b=c.

i
a single oqlf‘

0. 4

o

e set.

E is a set of t}lements.
1

$

1S an 1nff5n
Q! is an infinite group under addition.

-

y

£

0

. . - a .
the radius’of convergence R of the power series 22—2(2 —1)" satisfies :

L =

n=0
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Y

Let f, g be two entire functions. Suppose ‘ f2(2)+ gz(z)‘ =1, then

'

F

|

1. f(2)f' (z) + g(z)g' (z) = 0.
2. f and g must be constant.
3. f and g are both bounded functions.
4. f and g have no zeros on the unit circle.
: sinz : , : "
The integral 5 where the curve is taken anti-clockwise, eckuals - / }
402 (2=70) A "
1. -2mi. --r
. L]
2. o2mi AR N
3.0 i,y F
y {

4. "1 K

-

o0

i ¢
.’ |
Suppose {z,} is a sequence of complex numbers and Z, converges.

Letf: £ —£ be an entire function with f(z,)&=nfvn=20, 1, 2, ... Then

f=0. l
f is unbounded. 4 ! /
no such function exists. k

f has no zeros. > |

=

4
Let f(z) = cos zand g‘;}#‘cos 7%, for ze £ . Then

fand garb Both bounded on £ .
f is boufided but g is not bounded on £ .
gjs bounded; but f is not bounded on £ .
f]

4 f

b s

nd g are’both bounded on the x-axis.

Let f be alytic function and let f(Z)=Zan (z—-2)*" be its Taylor series in

n=0
some discf Then

1. f9(0) = (2n)'a,
2. f®2) =nla,

3. "(2) = (2n)!a,
4, M(2) =nla,
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The signature of the permutation

1 2 3 L n).
O = 1S
n n-1 n-2 1

Lo (- .

2. (-1)". ( ‘:

3. (=)™ . /‘,
4, ()" ‘et s

- i
Let a be a permutation written as a product of disjoint cyeles, k of @which are

cycles of odd size and m of which are cycles of even size, hq:rg 4<k< trénd
6 <m < 8. It is also known that a is an odd beeratlon Ther‘ yyhlch one of the

following is true? _ ; P

L=
=~
Il
D

Let p, q be two distinct prime Qt{bers then p m'_ is congruent to

1. 1 mod pq. 'ﬁ J y
2. 2 mod pq.

3. p—1 mod pq. -

4.

g—1 mod gqi

What is the to{l mf'm‘ber of groups (upto isomorphism) of order 8?

1. ily one. | ‘

2. N '

A

Which ongs of the following three statements are correct?
(A)  Eyery group of order 15 is cyclic.

(B) ery group of order 21 is cyclic.
©) very group of order 35 is cyclic.

> rl. (A) and (C).

2. (B) and (C).
3. (A) and (B).
4. (B) only.

www.examrace.com



75.

76.

77.

78.

Y

Let p be a prime number and consider the natural action of the group GL,(¢ ,)on

¢ , x ¢ ,. Then the index of the isotropy subgroup at (1, 1) is

1. p’—1.
2. p(-1).
3. p—1. 1
4. P {
The quadratic polynomial X*+ bX + ¢ is irreducible over the finite f‘eld / |
¢ 5 if and only if r ,
. b-4dc=1 !
b’ —4c=4. oA B

2.

3. either b>—4c=2 or b>—4c =3.

4 either b>—4c=1 or b’ —4c =4. (N
=8

( 1 .ﬂ 1 r’
Let K denote a proper subfield of the fi F =G 2'% a .hﬂite field with 22
elements. Then the number of elementsjof K must bg equal to

2™ where m=1,2,3,4 or 6.
2™ where m=1,2,L ,11.

12 r
2m. . f

2" where m and 12 a& prime to eac

e

The general and singular ‘lu ns.of the differential equation

i
y——xp + pX wheb:‘jp—— are given by
dx

1 2cy — x—,‘9 =08y = 3%
2 2cy — %%+ 9% =0, y = 1 3x.
3. 2Cy+x{+9c“‘£ 0, y=+3x.
4 Y+ x ﬁ?‘i}‘ 0, 3y = 4x.

A hoYfl enous linear dlfferential equation with real constant coefficients, which

has y = os 2x +e ¥ sin 2x, as one of its solutions, is given by:
1 (D + 6D + 13)y = 0.
2. —6D + 13)y = 0.
3. —6D+13)y=0.
4 2+ 6D+ 13)’y = 0.
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The particular integral y,(x) of the differential equation

2
xzd—2y+xﬂ— y = L, x>0
dx dx X+1
is given by

Y, (0=, 09+,

where v;(x) and v,(x) are given by

! 1 ! ’ 1 !
1. XV1 (X)—FVZ (X):O, Vi (X)——2
1 '
2. Xv, "(X)+— v SV, "(x)=0, v, (X)——
! 1 ! !
3. Xv, (x)—;v2 (X)=0, v, (X)+

4, XV, (x)+X1 v, (X)=0, v, (X)

The boundary value prob]qn
y"+4y=0, y(0)=0, y(‘z)+ (72') 0, is self- d’djomt
only for k € {O 1}
for allk &_oo ).
only fofk' € [0, 1].

only fot k eifoo 1) U(l,0).

D=

The gd al 1ntegra1 of z(xp—yq) =y> —x is

1. zj‘ \x£‘+ y22 + f(xy).
2. 22 X =y 2+ f(xy).
3. 22 ;( —%1 + f(xy).
4. zZi=y —x + f(xy).
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A singular solution of the partial differential equation z + xp — x°y > — x’pq = 0 is

<\ y ¢
: 1% r
The characteristics of the partial differential e ( . ‘p‘
2 2
»
36a—§—y146—§—7y13g=0,are given b },*
OX oy ' .
1 1
1. X+F=C1, X —F=C2. :
36 36 /
2. X+F:c1, X ——:cz*
3. 6X lé—cl, 6X— i{
y
" el
y

The Lagrange(Lter;T tion polynomial through (1, 10), (2, -2), (3, 8), is

1. .‘.1 X’ —45x+38.
2 :—45x+36.
3. le— 5x+30.
4, 11K* —45x+44 .
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:

Newton’s method for finding the positive square root of a>0 gives, assuming

X0 >0, Xo;t\/_

1. xX—

n+l

2
2‘ n+1 :l( i]
2 X

3. X =] X
* n+1 \/5 n X ¢

a
+—.
X,

4 X _ L X +i
* n+1 \/5 n Xn : -

The extremal problem

IyO01=[{(y)’ —y}dx
0

y(0)=1, y(z)=4, has

a unique extremal if A =1. ‘ /

infinitely many extrem, 4 =1.
a unique extremal if A = ‘

infinitely many extfermal if 7» =—1. (

b=

The functional ..."‘

%

1
Iyl je % (—;! VA Y(0)=1, y (D=

attains J
eak but not a strong minimum on €.
g minimum on €.
ea

but not a strong maximum on e".
A trong maximum on e

9 v A solution of the integral equation

je“ #(t)dt=sinh x, is
d(x)=e"".

#(X) = e”.
@#(X) = sinh X.
@#(x) = cosh x.
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If @(p)denotes the Laplace transform of ¢(X) then for the integral equation of
convolution type

P(X) = 1+2I.cos(x—t) p(t)dt,

o(p)is given by y ‘Q
¢
1. p—+12 %) - /‘J
(p-1) ‘g -_r,
2. P+l -r |
(p+1)* > 14 gy "
3 (p—-l-l)2 \ \ (111 r
p(p—1) 3 W |
5 -. F L]
g, P '
p(p+1)*

The Lagrangian of a dynamical system is L =g+ + k,g;/, then the Hamiltonian
is given by /

L Hoprepiokg. V& (

2 H=(pi+p: )yﬁff {

3. H=pj+pi+ke.

1g 3 5?
4, H Zziﬁ'F é)_kqlz i
The kinetic energ 1'ﬁnd potential energy V of a dynamical system are given
respectiviely, under usual notations, by

o —-—

and V = Mgl cosf. The generalized momentum p; is

1. ;¢2 B#¥&cos O+ 24%.
A Fp¢ :%(l,s&cosﬁﬂﬁz.

. 2
ré. p¢:B(¢&cost9+g§j )
4, p,= B(l,&cosl9+(ﬁ.
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Consider repeated tosses of a coin with probability p for head in any toss. Let
NB(k,p) be the random variable denoting the number of tails before the k™ head.

Then P(NB(10,p)=j 3" head occurred in 15" toss) is equal to

1. P(NB (7,p)=j— 15), forj= 15, 16, L
2. P(INB (7,p)=j—12),forj=12,13, L
3. P(NB (10, p)=j—15), forj= 15,16, L
4. P(NB(10,p)=j—12), forj =12, 13, L f .l
Suppose X and Y are standard normal random variables. Then which'of the (""
following statements is correct? - r
- )
1. (X, Y) has a bivariate normal distribution. gy’
. Cov (X,Y)=0.
3. The given information does not deterrﬁige‘{e Jomt(hstrl‘)ptlon of X and
Y. " i
.
4. X +Y is normal.

Let F be the distribution function of a gtrictly psitiye random variable with finite
expectation g . Define

lJX-(l—F(y))dy, if x>0 ‘ V4

G(x) = | u1 r—-'
0, otherwi'*I (-

Which of the following stafeqiénts is correct? F

G is a decreastig function.

Gisa prop ility density function.
G(x)% asx —>+ .

Gisa strlb‘,\}lon function.

b S

Let X gzL be a;l irreducible Markov chain on the state space {1,2, L }. Then
P(X, = §for infinitely many n) can equal
i
Only Otor 1.
Only 0.
Any number in [0, 1].

jﬂy l.

b=
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97. X, Xa,L , X, is a random sample from a normal population with mean zero and
n n-1
variance o”. Let X :lz X; . Then the distribution of T= ) (X, - X) s

i=1 i=l

1. tn,I
2. N, (n—-1) o%) 1.{
n+1 5
3. N0, —o*
O ..() J
n-1 A} .
4. N0, — o Lt =
(,n o) . f

- i
98. Let X, X,, L. ,X, be independent exponential random Variabiei with pafarﬁeters
AL , A, respectively. Let Y = min (X, L ,)én). Then Y has qﬁfxponerﬁal

distribution with parameter e i F
" » }
1. >4
i=1
2. 1
3. min{ 4,K , 4 } /
4 max{4,K , 4, } 4 r

99. Suppose xj, XoL ,Xp ar%n‘obé_rvatlions on a variable X. Then the value of A
n
which minimizes Y (%="A)’ is
i=1
<14
media}df ¥ XoL ,Xp
de of x1, ol X,

1
2
3. ean of X1 XoL X,
4 9pin(x.L %)+ max (x.L ,x,)

«_J 2
Jk 0
100.  Suppose ¥, Xy, L , X, are i.i.d. with density function f(x)= —, 8<Xx, 6>0.
X

¢+ + Then
e 1 . )
1. — is sufficient for &
2. 1 in X, is sufficient for 6.
<i<n
no1
- - -
f. l1:[1 Xiz is sufficient for @
4. (rln_ax X, {n_in Xi) is not sufficient for &.
<i<n <i£n
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101.  Suppose X is a random variable with density function f(x).
Totest Hp: f(x)=1,0<x<1,vs Hj: f(x)=2x,0<x<1, the UMP test
at level o =0.05

1. Does not exist
2. Rejects Hy if X > 0.95 Y
3. Rejects Hp if X > 0.05
4, Rejects Hy for X < Cy or X > C; where C,, C; have to be deterimned.- / )
102.  Suppose the distribution of X is known to be one of the following: r r r
i
1 B

f(X):—efx 2 —oo<x<om; < ..

: N2 \ K ( 1 P r

_Lom : Y d
fz(x)_Ee ,—00< X <00; P ) 1

f3(x):%, -2<x<2

If X = 0 is observed, then the maximum likelilo@d estimate of the
distribution of X is

v
fi(x) ‘
f(x) .
fj(x) * J f

Does not ex1st_.

'
103.  Suppose Xi, i 1‘l 27k, n, are independently and identically distributed random
Variable}with omnjen dlstrlbutlon function F(-). Suppose F(-) is absolutely

b s

continuolis and the hypothesis to be tested is p™ (0 < p < '%) quantile is &, An
F apprdirh te test is
= W =

( I sid w,t
2. Mann-Whitney Wilcoxon rank sum test
b 23 Wilcoxon Signed rank test
- 4. Imogorov Smirnov test
.
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Suppose Y ~ N (6,0°) and suppose the prior distribution on @ is N(u,7°). The

2 2 22
. e . T o oT
posterior distribution of € is also N( y+ ]

2 2 2 M 2
T°+o0 T°+0 T°+0

The Bayes’ estimator of & under squared error loss is given by

Consider the model
Yi=r+0G-1)+B(2) +e; i=1, 2;)

where yjj is the observation under i"ftreatment agd j™ block, p is the general
effect, 0 and P are treatment and block paramefers fespectively and ¢;; are random
errors with mean 0 and common variance o°.

i, 6 and B are all estin‘b r'
0 and [ are estimable, W 1s'not estimable
wand 0 are estimaBle 4B is hot estimable.
u and [ are estnij)‘)le is not estimable

b=

Consider a multllqlihnear regression model y=X f+¢

where Y is a ngxl vegtor of response variables, X is a n x p regression matrix,
pis apix 1 V(ctorb'funknown parameters and & is an x 1 vector of

unco u,el ted randOm variables with mean 0 and common variance o°. Let y be

the vectorQf least squares fitted values of yand e=(e/L € )" be the vector of
residualsfﬁm\

1. e, =0always
2. e, =0if one column of X is (1,L ,1)"
=
r3. Zei:0 only if one column of X is (1L ,1)"
L i=1

4. nothing can be said about Zei

i=1
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107. Suppose X pet ™~ N, (9};) where

1 -1/2 0 L O
-1/2 1 0 L 0
2=l 0 0 .
M M Z22 - {
0 0 r !
- T
and X, is positive definite. Then | {.} / N -*
P (X)X, <0, X; + Xy # 0| Xp>0) is equal to __f ‘ J F
1 y <
1. 1/8 < 1 f:"k r’
2. 14 . ( ;
3. 1/2 ‘
4. 1 o J
108.  Suppose the variance-covariance matrixfof a randomfvector X ., is
4 0 0

>=|0 8 2. ;
0 2 8 V.

The percentage of variation exfilained by the firf principal component is

. 50 "‘l . .
2. 45
3. 60 -t
4. 40
A4
1.

\
109. A population con 'skof 10 students. The marks obtained by one student is 10
less t n he average of the marks obtained by the remaining 9 students. Then

- J the varidice of the population of marks (o) will always satisfy

F

o

o
. <10
| 9>9

y W
R
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110.  For what value of A, the following will be the incidence matrix of a BIBD?

1 10 .
N=|1 0 A . «
0 1 1 (/"/
- }
1. A=0 N y . "
2. A=1 r \ o 4
3. A =4 - > |
4. A =3
<24
N
111.  With reference to a 2> — factorial experiment,'bon*i‘er the (actor'é'l effects A, B
and AB. Then the estimates of ' 1, 2. ) |
1. Only A and B are orthogonal
2. Only A and C are orthogonal
3. Only B and C are orthogonal
4. A, B and C are orthogonal

£

112.  Let X be ar.v. denoting failur&i& of a comporent. Failure rate of the
component is constant if #id ghlyif p.d.f. of X 4|,is'

exponential e “

1.
2. negative binomial
3. weibudl
4. norma" i~
o o
113.  Considenithe probllem
L '
- "r‘ max ~ 2X2
subject t(f 1—X <1
X1 — X2 <6
X1, X2 >0

-L " This problem has
1. unbounded solution space but unique optimal solution with finite optimum
bjective value
2. unbounded solution space as well as unbounded objective value
> ﬁ no feasible solution
4. unbounded solution space but infinite optimal solutions with finite
optimum objective value
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115.

Consider an M/M/1/K queuing system in which at most K customers are allowed
in the system with parameters A and p, respectively (p=A/ ). The expected

steady state number of customers in the queueing system is K/2 for

p=1

p<l - 1(
p>1 ( 1

- N
any /)

Consider the system of equations
Pix; + Poxy + P3x3 + Pyx4 = b, where

b S

1 0 1
P1: 2 , P2: 2 , P3: 4 , P4:
3 1 2

The following vector combination doe

1. (P, Py Ps)
2. (P Pu Py
3. (P Py, Py
4 (L P, 4
< p
J
A
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