MATHEMATICAL SCIENCES

This Test Booklet will contain 120 (20 Part *A“+40 Part "B+60 Part ,,C*) Multiple
Choice Questions (MCQs) Both in Hindi and English. Candidates are required to
answer 15 in part ,,A“, 25 in Part ,,B*“and 20 questions in Part ,,C*respectively (No.
of questions to attempt may vary from exam to exam). In case any candidate
answers more than 15, 25 and 20 questions in Part A, B and C respectivelyfonly
first 15, 25 and 20 questions in Parts A, B and C respectively will be eval-uatey }
Each questions in Parts "A" carries two marks, Part ,,B“ three marks and Part A
4.75 marks respectively. There will be negative marking @0.5 markrin Part ,,A;‘r
and 0.75 in part ,,B*“for each wrong answers. Below each question mr Part ,, A"} and
Part ,,B”, four alternatives or responses are given. Only one of 'thpse alterhafives is
the ,,CORRECT" answer to the question. Part ,,C*shall hav one ‘or mord correct
options. Credit in a question shall be given only4en identificagion of ALL the
correct options in Part ,,C*.No credit shall begllowedsin a question if any incorrect
option is marked as correct answer. No partidl'credit is allowed.

MODEL QUESTIOI‘G’P,&PER

<
..~ PARTA

Mag‘ be viewed under heading “General Science”

-

PART B

1 1
— +ot
n2 (n+1)2 (2n)?

21 ¢  The seq ence a, =

1 onverges to 0
2 converges to 1/2
> g3 converges to 1/4
4 does not converge.
22.  Letxy=n"andy,=(n!)"",n> 1 be two sequences of real numbers. Then
1 (Xn) converges, but (y,) does not converge
2 (yn) converges, but (x,) does not converge
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3 both (x,) and (y,) converge

4 Neither (x;,) nor (y,) converges

Theset {xc€R:xsinx < 1,xcosx <1} cRis

1 a bounded closed set

2 a bounded open set

3 an unbounded closed set. - 3 ‘\

4 an unbounded open set. __( ; ,I

Let £:[0,1] = R be continuous such that f(t) > 0 for all t in [0, 1]. ) ';ne - r:
- |

o(x) :i f(t)dt then g < :: f’x ‘I:

1 g is monotone and bounded 1 S ( E r

2 g is monotone, but not bounde '_

3 g is bounded, but not monotofie

4 g is neither monotone nor bounded

Let f be a continuous functio‘o{[O, 1] with f(r; =1 Let G(a) = lj f (x)dx
a 0
I limG(@)=~ \‘ J {
inGie) -~ )
2 EE(}Q.(a}_{l
1 "‘"-.
3 < 1{)136 ); t()'

4 ' fhe limit limG(a) dose not exist
- a—
4 1
Let a, sin{(—),n=1,2,.... Then
n

o, converges

Slimsup «a, #liminf «,

N—>oo n—o

B
Fs lime, =1

n—o0o

4 Z a, diverges

n=1

www.examrace.com



217.

28.

29.

If, for x € R, ¢(x) denotes the integer closest to x (if there are two such

1
integers take the larger one), then Iqo(x)dx equals

10

22
11

1

2

3 20 . S ‘\

4 12 <2 ...rg |

Let P be a polynomial of degree k > 0 with a non-zero constant téI?.'Ildet fu(x).

- P(%) ¥ x € (0,00)

1 rl}i_r)gfn(x):oo vV x € (0, o) \1 \ ) |
' .

2 Jx € (0, ) such that lim f *

n—oo

3 lim f.(x) =0 v x € (0,

4 hmf (X)) = P(O) ‘Y‘* € (0, o) ‘

Let C [0, 1] denote théﬁ)ace of all contmuous functions with supremum norm.

Then, K =1 1 f0.17: lim f ZL9=%is a
1 &no f;

,J\ n® ¥

i
- ector{spac ‘but not closed in C[0,1].
losed but does not form a vector space.
W ‘4 closed vector space but not an algebra.

he hadi s e

}&Sed algebra
Let u, v, W be'three points in R not lying in any plane containing the origin.

Then
1 1wt arv+tasw=0=>a ;=a,=a3;=0

2 “u, v, w are mutually orthogonal
r3 one of u, v, w has to be zero
4 u, v, w cannot be pairwise orthogonal
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31.

32.

L. W

Let x, y be linearly independent vectors in  R*suppose T: R*> R* isa

linear transformation such that Ty = o x and Tx =0 Then with respect to some

basis in R? , T is of the form

a
1 ,a>0
0 a
a o0
2 , a,b>0;a=b
0 b
0 1
3
0 0
-
0 0 s\
4 1 (
0 0 L

r

A d

Y

1 ;"k

r

Suppose A is an n x n real symmetric fnatrixiwith gigenvalues 4,,4,,...,4,

then
I l_l[ﬂ, < det(A) @ r_/
2 1‘1[2, >det(2‘: ( ! ¢

s [ dde

- L
4 }f det(A)":l then A, =1 forj =1, .. n.

d .

ket fb aqal\yticonDZ {zeC :|z|<1} and f(0)=0.
o

Define
@, z#0

9(2)=4 z

f'(0); z=0
Then
r 1 g is discontinuous at z = 0 for all f
2 g is continuous, but not analytic at z =0 for all f

3 g is analytic at z =0 for all £
4 gisanalyticatz=0onlyif f' (0)=0
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34.

35.

36.

Let Q € C be a domain and let f(z) be an analytic function on Q such

[f(z)|=|sin z|forall z € Q then

.(.
.\‘.-" /1}

that

&

F

|

1 f(z) =sinz forall z € Q

2 f(z)=sin (Z) forallz Q).

3 there is a constant ¢ € C with |c| = 1 such that f(z) = ¢ sin z
forallz eQ)

4 such a function f(z) does not exist

The radius of convergence of the power series r ;

-
o ’
3 @n*—n*+3) 2'is <A Y
Py . ( 1 5% r
L e

1 0 ) )

2 1 '

305 |

4 0

Let IF be a finite field such that for every a € F éion x*=ahas a
4

solutionin . Then & J / 4

1

\9)

PN

J

_——
the characteristic of [F must be 2

F

<14

d .

F mu han}i square number of elements

)

W 'ghe order of F is a power of 3

F

\3 be a field with prime number of elements

Let I bd a field with 5'2 elements. What is the total number of proper subfields

of F? +

)

hnh o0 O W
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38. Let K be an extension of the field Q of rational numbers

/‘J
F

1 If K is a finite extension then it is an algebraic extension
2 If K is an algebraic extension then it must be a finite extension
3 If K is an algebraic extension then it must be an infinite extension
4 If K is a finite extension then it need not be an algebraic extension
39. Consider the group Sy of all the permutations on a set with 9 elements. Whaa is
the largest order of a permutation in Sg ? 5 ( E
121 - '
2 20 ¢
3 30 -r v |
i
4 14 - f_ " F

40. Suppose V is a real vector space of dimensibq 3‘.{ hen t nur.‘lber of pairs of
i a :| |

linearly independent vectors in V is

1 one
2 infinity
3 e

£

4 3 4 ( r' ’
41. Consider the differentia],iqyti()n-
E f

Y _ Y2, (X, y) e RxaR
dx
Then, - 1 4
1. all so(ltioﬁ's ‘of the differential equation are defined on (—00,00).
i Fa
2. o solution of the differential equation is defined on (—00,00).
3. W he solution of the differential equation satisfying the initial condition
- AW . 1
\DY Yo, Yo> 0, is defined on [—OO, X, +—J.
Yo
i 4. the solution of the differential equation satisfying the initial condition
‘
. & | )
. (X0)=Yyo, y0>0,1s defined on _X,- —,¥ .
&€ vy, @
4 The second order partial differential equation
r
. o’u  du o'u .

(l—ﬁ)ﬁ‘l‘Z@'F(l'Fﬁ)W:O 1S
1. hyperbolic in the second and the fourth quadrants
2. elliptic in the first and the third quadrants
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3. hyperbolic in the second and elliptic in the fourth quadrant
4. hyperbolic in the first and the third quadrants

+u(x,y)=e"is

43. A general solution of the equation ﬂu:{_x,y)
X

1 u(x,y)=ef(y)

2 u(x,y)=e *f(y)+xe*
3. u(x,y)=ef(y)+xe™
4

\
u(x,y)=e *f(y)+xe™ o '\

i)

- )
44, Consider the application of Trapezoidal and Simpson®s wles to theYoﬂowing/ ’
integral r d 4

4 - |
.[(2x3—3x2+5x+1)dx 1 4 B
0 ; -

-

! Y
1. Both Trapezoidal and Simpson*s wles VSQE give %sul‘r with same
: )

accuracy. s 1

2. The Simpson“s wle will give mof€ a curcy than the Trapezoidal rule
but less accurate than the exacgfresult

3. The Simpson®s mle will give the exaét resplt.

4. Both Trapezoidal rule and Simpson“sfulg'will give the exact results.
45.  The integral equation Vs

B
2V 2. k(iﬁ)dt |
-

with f(x), g(x) and k()ﬁt)as

A as a known parameter; is a

. i
own functions, a and 3 as known constants, and

lineaninaeéral equation of Volterra type
linear(enteg'r'&«l equation of Fredholm type
“ponlinear ir‘t‘e'gral equation of Volterra type
Eonlineaf integral equation of Fredholm type

B

. ;
- Q! “et y(*) < f(x)+7u'|‘ k(x,t)y(t)dt , where f(x) and k(x,t) are known functions, a
i

( and b arefknoWwn constants and A is a known parameter. If A; be the
eigenvaldes of the corresponding homogeneous equation, then the above

any solutions for A\

. " integral ‘equation has in general,
r‘
1. )1
2. no solution for A#\;
3. a unique solution for A=\
= .

r either many solutions or no solution at all for A=A;, depending on the
form of f(x)
47. The equation of motion of a particle in the x-z plane is given by
av -
—=-V-k
dt
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with V = ak, where o = a(t) and K is the unit vector along the z-direction. If

initially (i.e., t =0) o =1, then the magnitude of velocity att=1 is

1. 2/e
2. (2+e)/3
3. (e-2)e
4. 1
%
48.  Consider the functional f‘.‘
F(u V)_ﬂj2 (d_ujz““(ﬂ]z”u X)V(X) | dx Ag” '/"J
(u,v)= + | L dx dx *) r ' r
with 4 J
u(0)=1v(0)=-1and e ’}I ‘;
-
ﬂ . A :
o3 )05 )0 a’) ( %)

Then, the extremals satisfy

u(r)=Lv(r)=-1
u(zr)+v(r)=0,u(r)—Vv(r)=2 -
up)=-1Lv(p) =1 4
U(7r) + V() = =2,u(z—M(7r) =0 r'

49, The pairs of observati‘f oéwo. random variables X and Y are

X: 2 5 7 1™13 19
Y: 0 15,25 @45 55 85

b S

1.’ i, A .
Then the con{latlor _',coefﬁc1ent between X and Y is
1 |

:’:10. y/ Let X, X,, X3 be independent random variables with P(X; = +1) = P(X; = -1)
=1/2. Let Y= X»X3, Y, =X X5 and Y3 = X, Xs.
Then which of the following is NOT true?
- I Y; and X; have same distribution fori=1, 2, 3
2 (Y1, Y2, Y3) are mutually independent
3. Xj and (Y3, Y3) are independent
4 (X1, X3) and (Y1, Y») have the same distribution
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51.

52.

53.

( 5,

|

v

Let X be an exponential random variable with parameter 4. Let Y =[X]

where [x] denotes the largest integer smaller than x. Then

1. Y has a Geometric distribution with parameter A .
2. Y has a Geometric distribution with parameter 1- e’
3. Y has a Poisson distribution with parameter A

4. Y has mean [1/ 4]

<

Consider a finite state space Markov chain with transition probabll{y matrix / )

P=((pj;)). Suppose p;; =0 for all states i. Then the Markov chain is r .

-
o JARk Y.

1 always irreducible with period 1. 1 ‘,L F

2 may be reducible and may have per'od >‘i‘ (

3. may be reducible but period is

4 always irreducible but may have peri

Let Xj, Xo, .... X, bei.i.d. Normal random les with mean 1 and

variance 1. and let Z, = (X +X, +.... +X, )/n hen /
29

1. Z, converges irﬂ)ré)abi.lity tol

2. Z, converges il probability to 2

3. Z, convgrges in distribution to standard normal

iy
distribution

N
Let X, X&Xn be a random sample of size n (=4) from uniform (0,0)
n

distributi

Fa
4. 'fn conve;gv!s in probability to Chi-square distribution.

hich of the following is NOT an ancillary statistic?

1 (n
@
X
2. .
Xl
X, X,
X3 X2
4, X X
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55. Suppose X, Xa, ... X, are i.i.d, Uniform (0,q), 8 {l,2....}.
Then the MLE of @ is

1. X(n)

2 X

3. [Xm)] where [a] is the integer part of a.

4 [X@mt1] where [a] is the integer part of a.

pp
56. Let X, Xs, ...., X; be independent and identically distributed randqfnl, / )

variables with common continuous distribution function F(x). Letri =

Rank(Xj),i=1,2,...,n. ThenP (| R, —R;| ® n-1)is - 4 .J
<2\
\ g
1. 0 - \ 1
1 a2 "i

2.

n(n—1)
3. 2

n(n-1)

£

R

1 - f ad

n é |

57. A simple random sa‘l le %f size n is draWn without replacement from a
population of size N (> n). If 7, (i=1,2,...N) and pi; (i#j.1,j=1,2,...N)

\
denote respé‘cﬁiyeﬁyt the first and second order inclusion probabilities, then

which.of the llovtihg statements is NOT true?
3

d ¥

-
b —

3 I!ipja‘lpijforeachpair(i,j)
4 ij <p; for each pair (1,]) .
58&. Consider a balanced incomplete block design with usual parameters V,b,r, k

(22), A . Let t; be the effect of the i"™ treatment (i = 1, 2,...,v) and o

denote the variance of an observation. Then the variance of the best linear
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unbiased estimator of ZV: pt, where ZV: p, =0 and ZV: p’ =1, under the
i=1 i=1 i=

intra-block model, is

e

2 2
2 A %
3 (%v)a2 _r}
.

4 (2k;tv) r A ;

59.  An aircraft has four engines — two on the left side and two i)n th€ r1gl¥ s1.de

)

The aircraft functions only if at least one en‘%me on each (1de,fqnct10nsr’

i

If the failures of engines are independent, and*théiprobabi llt_gr 1>f any engine
failing in equal to p, then the reliability0f the aircraft is equal to

L. p*(1-p*)

2. ‘C,p’d-p )

3. (- pY) <4 r'

4. 1-(1-p?)? ‘\( )
b >

60. A company maiiltzins EOQ model for one ofits critical components. The

setup cost is &, unit production cost is C, demand is @ units per unit time,

onent the company maintains a safety stock of S units at all times.

and h-ig the costﬂol"ﬁolding one unit per unit time. In view of the criticality of
the ¢@
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PART C

61. Suppose {a,}, {b,} are convergent sequences of real numbers such that a, > 0
and b, > 0 for all n.

Suppose lima,=a and limb, =b. Letc, =ay/b,. Then

1 {cn} converges if b>0 1
2 {cn} converges only ifa= 0 . (\
3. {cn} converges only if b> 0 r 1
4 limsup ¢, = if b=0. - )
62. Consider the power series z ax" - . |
n=0 4 J ]

where ap =0 and a, = sin(n!)/n! forn > 1. LetR be the'irad]uis.,of convergence
of the power series. Then \ TLLS

. 1; k\ El ‘ f
. R21 = y
2 R>2n
3 R<4n
4 R>n

63. Suppose f is an increasing real-valued function ,.ﬁ') with f(x)> 0 Vx and
let 4 (
1 x '
g() =~ [, fwdu; 0%
X0 1
Then which of the fq'uumg are true:

4

g(x) <)L forall xe(0,00)
xg(x)E () . for all xe(0,00)

“¥g(x) 2 fg'()i ¢ for all xe(0,00)
‘)

el el e

Ya(y) - xg(®) < (yx)f(y) forallx <y.

( 64. . Let f: [0,4]7<> R be defined by

cos(7/(2x)) if x=0,

g/ if x=0.
Then
1. fis continuous on [0, 1]
i e fis of bounded variation on [0, 1]
Fs. f is differentiable on the open interval (0, 1) and its derivative f' is
bounded on (0,1)
4. fis Riemann integrable on [0, 1].

65. For any positive integer n, let f, : [0, 1] &> R be defined by

www.examrace.com



(

66.

67.

68.
i =

69.

f (x)=—2— for xe[0,1].
nx+1

Then
1. the sequence {f,} converges uniformly on [0, 1]
2. the sequence { f, } of derivatives of {f,} converges uniformly on [0, 1]

1
3. the sequence {J fn(x)dx} is convergent
0

1 =
4. the sequence {I fn’(x)dx}is convergent. ( ‘",
0 - |
Let f: [0, 0) > R and g : [0, o) — R be continuous functions ;;aﬁsfying- < r:
- |

[[“edt=x@+x?and [ g(tydt=x for all xe[0, ©)4 4 q

( ‘!.-l'.,_ r

M .
Then f(2) + g(2) is equal to 2| ‘:-.‘ X ‘ ¢
1. 0
2. 5
3. 6
4. 1.

Consider f: R* — R defined sy &o, 0) =0 ancr ad

.
f(x,y) = 32 for (ij)i 0, 0).

Then which of t‘le following statements is correct?

4

1. Both ({hal derivatives of fat (0, 0) exist
2. he di ectl hal derivative D, f(0, 0) of f at (0, 0) exists for every unit
ectoru
;3 W

3, is continuous at (0, 0)
4. fas-differentiable at (0, 0).

Let f: R’f> R and g: R* — R be defined by

[
' 4 X, y) = [x| + y| and g(x, y) = [xy].
Then
f

is differentiable at (0, 0), but g is not differentiable at (0, 0)
g is differentiable at (0, 0), but fis not differentiable at (0,0)
Both f and g are differentiable at (0, 0)

Both fand g are continuous at (0, 0).

Decide for which of the functions F: R> — R’ given below, there exists a

function f: R’ — R such that (Vf)(X) = F(X).
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1. (4xyz—72° -3 2, 2x°7-6x +1, 2x%y — 2x7 -2
y y y y

2. (x, xy, Xyz)
3.(1,1,1)

4. (xyz, yz, z).

70.  Letf: R" > R be the function defined by the rule f(x) =  x.b, where beR"
and x.b denotes the usual inner product. Then

1. [ f'(x)] (b)=bb P
2. P10 =% xeRrn €9

. = = /‘J
3. [ f'(0)](e1) =b.e;, wheree; =(1, 0, - 0) eR". > r’

4, [ f'(e)](e)=0,j =1, where ej=(0, ---,1, ---0) with 1 1n“t'heJ sLotJ
¥
\ 1

71. Consider the subsets A and B of R? definedby J\
.

’ ’ 1
A:{(x, XSini):x € (0,1]} and B= {(0;0)}.
Then
1. A is compact A
2. A is connected ‘f
3. B is compact 4 r ree
4. B is connected. ‘\.

<
72. Leff=R—>Rbea corl}_‘uous function. Wthh of the following is always true?

1. f- (U) 1S open for all open sets U c R

2. (O sicésed for all closed sets C c R

3. A7 KYis C(*rhpact for all compact sets Kc R

4. J TG is connected for all connected sets Gc R.

-

( 73. Let A bé“h\x n matrix, n > 2, with characteristic polynomial x"*(x* — 1).

Then
N o 1 =A"?
- 2. ank of A is 2
3. ank of A is at least 2
4 here exist nonzero vectors x and y such that A(x +y) =x —y.

74. Let A, B and C be real n x n matrices such that AB +B* = C. Suppose C is
r nonsingular. Which of the following is always true?

A is nonsingular

B is nonsingular

A and B are both nonsingular
A + B is nonsingular.

b
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75. Let V be a real vector space and let {x;, x,, X3} be a basis for V. Then
1. {x1 + X2, Xp, X3} 1s a basis for V
2. The dimension of V is 3
3. X1, X2, X3 are pairwise orthogonal
4. {X1 — Xy, X, — X3, X] — X3} s a basis for V.
76. Consider the system of m linear equations in n unknowns given by Ax =b, 4 4

where A= (ajj) 1s a real m x n matrix, x and b are n x 1 column vectors. Th(

1)
"«'d /1'I

1. There is at least one solution
2. There is at least one solution if b is the zero vector
3. If m = n and if the rank of A is n, then there is a unique so
4. If m <n and if the rank of the augmented matrix [
of A, then there are infinitely many solutions. * p. !
77.  LetV be the set of all real n x n matrices

—aj foralli,j=1, 2,---,n. Then

1.
2.
3.

4.

2_

V is a vector space of dimension n
Forevery AinV,a;=0foralli=1,2% -#,n
V consists of only diagonal matrices

n’— '
V is a vector space OAi nension Y, |

¢ :

£

ﬂioﬁ

°F

A‘; 12] e‘c-lrualqtht rlank

F

% ;
'=1_(aij;"I with the p‘r(;perty that a;; =

78. Let W be the set of 22_1“3& 3 real matrices A = (a;;) with the property that a;; =
0ifi>janda; =1 forall i. Let B = (b;;) be a 3 x 3 real matrix that satisfies
AB =BA fo&all\/{in W. Then

9"

B D=

( 79.  Letf(z)

1
2
3.
4

i -\
Ever)‘A in‘W has an inverse which is in W.
12=0"9 )
13=0

0.
Z‘Rentire function with Re(f(z) ) > 0 for all zeC. Then

Im (f(z)) > 0 for all zeC

(f(z)) = a constant
1s a constant function

Re(f(z)) = |z for all zeC.

-
80. FlLetfbean analytic function defined on D = {z | |z| <1} such that [f(z)| < 1 for
all z eD. Then

1.
2.
3.

there exists zy €D such that f(zy) = 1

the image of f'is an open set
f(0)=0
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4. f is necessarily a constant function.

81l. Let f(z )—San _cosz . Then
7’
1. f has a pole of order 2 at z=0
2. f has a simple pole atz=0
3. ﬂg f(z)dz=0 , where the integral is taken anti-clockwise 1 &
=1 -
4. the residue of fat z= 0 is -2mi.

A

82.  Let f be an analytic function defined on D = { zeC: |z| <1}.Then ?1 D — Cis r

analytic if - |
1. g@)= f(z) forall zeD <A v
2 g(z) = f(z) forall zeD .,' ‘\ ( 145 F
—_— -~ -"

3. g(z)= f(z) forall zeD | ) ‘
4 g(z) = if(z)forall zeD.

83.  Which of the following statements intvolvingEulgr's function ¢ is/are true?
1. d(n) is even as many times as it is odd /
2. ¢(n) is odd for only twgo {alues ofn r \
3. d(n) is even when n >
4. ¢(n) is odd w en ornisodd. 4

84.  Letp be a prime nufiber and d | (p 1) . Then which of the following
statements agoui the congruence x?= 1 (mod p) is/are true?

I ~\
it doe( not ?ave any solution

1
2. has at most d incongruent solutions
3. 4 vt has exactly d incongruent solutions

a 4. t@;‘[ least d incongruent solutions.

r,

( 8b. Let K beja field, L a finite extension of K and M a finite extension of L.

Then
= [M:L] + [L:K]
g 2 = [M:L] [L:K]
3. L] divides [M:K]
4. L:K] divides [M:K] .
86." prLet R be a commutative ring and R[x] be the polynomial ring in one variable

over R

1 IfRisa UF.D., then R [x] isa U.F.D.

2 IfRis a P.LLD., then R [x] is a P.L.D.

3. If R is an Euclidean domain, then R[x] is an Euclidean domain
4 If R is a field, the R[x] is an Euclidean domain.
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87.  Let G be a group of order 56. Then

All 7-sylow subgroups of G are normal

All 2-Sylow Subgroups of G are normal

Either a 7-Sylow subgroup or a 2-Sylow subgroup of G is normal
There is a proper normal subgroup of G.

=

88. Which of the following statements is/are true?

1
1. 50! ends with an even number of zeros 5 ( ‘\
2. 50! ends with a prime number of zeros ks o |
3. 50! ends with10 zeros 1) / <
4. 50! ends with 12 zeros. ' " r
2[.2 "'r !
89. LetX={(x,y) eR*|x*+y* =1} 14 g
- \
Y = {(x,y) eR?| x| +[y| =1}, and \ ( 1. F
Z={(xy) B[ —y’ =1}, aN N\
Then ;
1. X is not homeomorphic to Y
2. Y is not homeomorphic to Z
3. X is not homeomorphic to Z
4. No two of X, Y or Z are homeomorphig

£

90. Lett), 1, and 13 be topologi&(ﬁ.a set X suchfhat (L 1 & ) T 3 and (X, 12)
1s a compact Hausdorff ﬂa* Then

1. T =1 if (X,-sl‘)lis a Hausdorff space
2. T] =4 iﬂ (é(, T1) iS a compact space
3. T = r{ if (){;"rg) is a Hausdorff space
i' .
4. § jz = 13 1f (X,13) is @a compact space.
./ . _ay2/3 _0-
91.  The initidl value problem X(t) =3x*">, x(0)=0;

# ' 1n an intgrval around t = 0, has

i
"y
| )
jo solution

1.
& 2. a unique solution
3

> 3. finitely many linearly independent solutions
4. infinitely many linearly independent solutions.
92.  For the system of ordinary differential equations:
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d (x®)_|0 1} ()
dt (%)) |1 0 || x®]

1. every solution is bounded

2. every solution is periodic

3. there exists a bounded solution <

4. there exists a non periodic solution. ; r ‘;‘
93.  Thekernel p(x,y)= yzixz is a solution of "’: J - /;: 'I

1. the heat equation . 4 - > |

2. the wave equation . \ ( 1 % r

3. the Laplace equation | 1r » A 1.f

4. the Lagrange equation.

94, The solution of the Laplace equationfon the uppef half plane, which takes the

£

value ¢(x)=e* on the real line is

1. the real part of an ana function f

2. the imaginary Ba%Jan ainalytic function

3. the absolute Value of an analytic function
A

4. an infinitely {ﬁfferentiable function.

95.  Which jthe foll(iwlﬁfg polynomials interpolate the data

&) - <% 12 3
( y -10 2
Yo Fseen-2 oo
2. 3 (xx-1) (X%) IIO(X%) (x-3)+10 (x-3) (x—-1)
e

3. 3(x%) (x-3) =8 (x—1) (x-3)+ %(xl)(x%)

4, (x-3) (x +10) + %(x +10) (x-2) +3 (x-2) (x-3).
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96.

97.

99.

The evaluation of the quantity /X+1 — 1 near x = 0 is achieved with
minimum loss of significant digits if we use the expression

1. S+l -1

X

«/x+1+1

3. (1—&) Jx+1

£ /)

&

2 1 3¢

4. Xroyx+t ¢
Vx+1-1 -
g "
If x(t) is an extremal of the functional I ( m(x —CX j(t vﬂlbre a, b[:'are
. ’ I

arbitrary constants and X =dx/dt, t t function x(t)
satisfies
1. mX+2cx=0
2. mX—2cx=0 . f

4
3. m().()2 +20x% = m\#h ki as an arbit&ary constant

4. X(t) = kl‘s 2(;; t+ky) with k; and k; as arbitrary constants.

{1 ;l:

If u(x)‘jud v(x) satisfying u(0) =1, v(0) = -1, u (n/2) =0 and v((n/2)=0 are
d ¥ L V4

2

t‘he extr \Bi\of the functional J’ {( g_;;( )2 + ( % )2 + 2uv}dx, then

:
1. D+ =0
2. HE-vE=0
L u@-vE)=1

4. ux)+v(5)=0.

Consider the integral equation y(X) = x> + /1'[1 xty(t)dt,
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where A1is areal parameter. Then the Neumann series for the integral
equation converges for all values of 4

1. except for 4 =3

2. lying in the interval -3 <A <0
3. lying in the interval -3 <A <3
4. lying in the interval 0 <A <3. 3 {
)
100. The solution of the integral equation @(X) = ? — I Xtg(t)dt satlstES, /
""' [
L. $(0) +¢(1)=1 <A Jr'
1 J‘ %
] L Y - k& f¢
2 3 " & }
1 1
3 —|+¢| = |=1
¢ 51415
4 o 3 +¢ 1 =1.
4 4 X

101. A particle of unit mas 1‘:<$tramed to move on the plane curve xy=1 under
gravity g. Then i

1. the kme&o(energy of the system is (X +y?)

(r

2. }16 poten}la energy of the system is 9
X
L ran f — g
gian of the particle is 5 X (1 + X~ )
. ¥
.
4. }e Lagrangian of the particle is %X (1 + X7 )+ (gj .
X
& Suppose a mechanical system has the single coordinate q and Lagrangian

2

> 1.,
FL="¢’-.Th
4q 5 en

2
1. the Hamiltonian is p*+( % )
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103.

104.

1

"r

2. Hamilton"s equations are 4 =2p, p=—(2/9)q
3. q satisfies G+(4/9)q=0
4. the path in the Hamiltonian phase-space, i.e. — pplane is an ellipse.

Let Xj,....... , X, be 1.1.d. observations from a distribution with variance

2 %;(Xij) <A *r'
A \ (11"k
n_ll 2 ? 1: P }1-’
3. (2j §|§l§j:$n(Xi_XJ) | 1
1<y oy
4. EZX‘ —nX

i=‘]_-

n
Let X, Xa. .. be i.i.d. N(of&ilet Sn=Y_KX; be the partial sums.

Which of the followin‘ "f/a true?

S

1. -4
n

—_‘>. knost surely
L

2_' of G

2
4. Jar [ 5 ] —0
n
Let ()f, Y) be a pair of independent random variables with X having

exponential distribution with mean 1 and Y having uniform distribution on
{1,2,...,m}. Define Z=X+Y. Then

m+1

. EB@EZX)=X+
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2. E@ZY)-= 1+””TJr1

3. Var@zx)=""

4. Var (Z|Y) = 2.

106. A simple symmetric random walk on the integer line is a Markov chain _ b {‘

which is
L |
-(. I|.
1. recurrent \/ ]
2. null recurrent " ' ] r

3. irreducible 1 » 'k f
. (

4. positive recurrent. 1 ‘
P

107. Suppose X and Y are random variable th (X) = E(Y) 0 V(X)=V(Y)=1
and Cov (X,Y) = 0.25. Then which offthe following is/are always true?

. P{|X+2Y] > 4}3%

2 P {[Xe2Y| 241 < . |
q¥ p y
‘ 6 "

Y

4. B )&2Y| 4}<_.
1{| F‘

v

<& i(}ﬁ Let g ..... , Xn D a random sample from uniform (6,6+1)distribution.
Which \h\\following is/are maximum likelihood estimator(s) of 67
1

1. )
T
_

2. (n)

3. -1

X+ X
T 0 —0oos.
2

109. Let X =(X4,...... , X5 ) be a random sample from uniform
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(0, @). Which of the following is/are uniformly most powerful size
a(O <a< %) test(s) for testing Hy: =60, against H;: §>86,?
1. $(X)=1, if X@> Og or X< O, '™
= (0, otherwise
2. $,(X) =1, if X@> O 1
= a,ifX(n)Sgo (;
3. (X)) =1, if X@w> Ooa " r >
=0, ifX(n) <Oy t/n ‘ ‘, J L |
4. $,(X)=1if X< Oo(a/2) " or X\‘n%><(l a(z)”” 2

= (0, otherwise

110.  Suppose X i has a N,(O, 1, ) distripution. ‘Ehe distribution of XT AX is chi-
square with r degrees of freedom only if

1. A is idempotent with '&mk r r-—' /
2. Trace (A) = Ranh(A G,

4

3. A is positive dh‘f‘lite
'a

4. Als non‘nfgative definite with rank r.

111, Let Xy, Xy, . K... \‘ be iid random variables with common continuous cdf
F(x). Also let .., Y be 1id random variables with common continuous
cdf G(x) and X”s & Y s are independently distributed. For testing H,: F(x) =
G(x all x agalnst H;: F(x) # G(x) for at least one x, which of the following

test is/arg,
ilcoxon signed rank test
olmogorov-Smirnov test
& ;ald Wolfowitz run test
Sign test.

112 Random variables X and Y are such that E(X)=E(Y) =0, V(X)=V(Y)=1,
correlation (X,Y) = 0.5. Then the

1. conditional distribution Y given X = x is normal with
mean 0.5x and variance 0.75
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2. least-squares linear regression of Y on X is y=0.5x and of X on Y is

x=2y

3. least-squares linear regression of X on Y is x = 0.5y and of Y on X is
y = 2X.

4. least-squares linear regression of Y on X is y=0.5x and of X on Y is x
=0.5y.

113. X has a binomial (5,p) distribution on which an observation x=4 has. b‘e‘f\
made. In a Bayesian approach to the estimation of p, a beta (2,3) Pprion
distribution (with density proportional to p(1-p)?) has been form%atredz-‘l“ hei/ |
the posterior { v ¥

1. distribution of p is uniform on (0.1) - )
T2
6 " 4
2. mean of pis — % ( s
10 1 k i
' i h
3. distribution of p is beta (6,4)
4. distribution of p is binomial (10,0.5).
114. In a study of voter preferences in an election,®th€ following data were obtained

£

9 I
Gend‘r } ~ Party voting for Total
f
C

_‘J : B

< 1 Male 250 250 500
I ~%
( Ff_male 250 250 500
l' 5
'Jj ‘Total 500 500 1000
="\ Then thef\\
1. clii-square statistic for testing no association between party and gender
i * 18 0.
o,
2. pected frequency under the hypothesis of no association is 250 in
ach cell.
» log-linear model for cell frequency mj;, log(m;j) = constant, 1,j=1,2, fits
4 perfectly to the data.
4. chi-square test of no gender-party association with 1 degree of freedom

has a p-value of 1.
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115.

116.

Let X,Y and N be independent random variables with P(X=0) = /2=1-P(X=1)
and Y following Poisson with parameter 4 >0 and N following normal
with mean 0 and variance 1. Define

Y if X=0
SN X =1
Then, the characteristic function of Z is given by

1. (l + le"je_l(l_e“)e“z/ 2 ; (

2 2

A &Y 7r

- J |
| 1 4 :
e TN
. 2 . -‘r E\ kT ‘_f
it
4. (l+leitj e /1(1 ) )+e_t2/2
2 2 2

A simple random sample of sizen is drawn fro n‘{e population of N units,
with replacement. The prob &Ey that the i" {1 < i< N) unit is included in the
sample is

1. n/N _‘-‘“

o8

4

[99)

N
n(n—1)
(N_\—l) '

B

Under a palanced incomplete block design with usual parameters v, b, 1, k, A,
which of the following is/are true?

1. 11 treatment contrasts are estimable if k > 2

2. The variance of the best linear unbiased estimator of any normalized
treatment contrast is a constant depending only on the design
parameters and the per observation variance

3. The covariance between the best linear unbiased estimators of two

mutually orthogonal treatment contrasts is strictly positive

4. The variance of the best linear unbiased estimator of an elementary
treatment contrast is strictly smaller than that under a randomized
block design with replication r.
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118.

Consider a randomized (complete) block design with v (>2) treatments and r
(=2) replicates. Which of the following statements is/are true?

1. The design is connected
The variance of the best linear unbiased estimator (BLUE) of every
normalized treatment contrast is the same

3. The BLUE of any treatment contrast is uncorrelated with the BLUE of
any contrast among replicate effects
4. The variance of the BLUE of any elementary treatment contrast is 4 &
26%/r, where o7 is the variance of an observation. . .
119. The starting and optimal tableaus of a minimization problem fare dgiv@/' 8 'I
below. The variables are x;, X, and x3. The slack variables are S; and Sr1 3 > r’
|
Starting Tableau 4 - B
< . "" r
Z X1 X2 X3 S1 Sz RHS “L ( .y ".'
Z 1 a 1 3 0 0 047 % _‘
SS 0 b 2 2 1 0 . J
S, 0 -12 -1 0 1
Optimal Tableau
Z X1 X X3 Si » RHS
Z 1 0 -13 g/{ 23 ¢
x; 0 c 273 28 % 13 0 ¢
S, 0 d 83 W A3 73 A 3

-

b=

Which of the followifig are the correct values of the unknowns a, b, ¢, d and e

1 a=2N =}§,021,d20,e=2

2 a-2,€=-i}c=1,d=0,e=-2
3 1=-2,b=3,c=1,d=0,e=2
4 d =-2,b=3,c=-1,d=0,e=2

éonsidep following linear programming problem.

inimize Z = x| + Xp
subject to sx; +tx, > 1
X1 >0
X, unrestricted.

The necessary and sufficient condition to make the LP
feasibleis s <0and t=10
unbounded is s>tort<0

have a unique solutionis s=tand t> 0
have a finite optimal solution is x; > 0.
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