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Each guestion in this Booklet is followed by four alternative answers. For each question, you are to
record the correct option an the Answer Sheet by darkening the appropriate circle in the corresponding
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No. of Questions /¥ &I €T : 150
Time /894 : 2% Hours/awe ' Full Marks/quiis ; 450

Note/a1Z: (1} Attempt as many questions as you can. Each question carries 3 marks. One
mark will be deducted for each incorrect answer. Zero mark will be awarded
for each unattcmpted question.

mﬁmﬁmuﬁaﬁﬁaﬂﬁmmﬁ|mm3mm%|mﬂaﬁm%
fore T oiF Fre1 ST T ARG T OTHF R

(2) If more than one alternative answers seem to be approximate to the correct
answer, choose the closest one. :

aﬁmﬁmhﬁ‘q&ﬁmaﬁm%ﬁmmﬁ a‘rﬁmnm"fmil

1. Mean of n observation is X. If one observation x,, ., is added, mean continues to rematn
X, then the value of x, ., is -

nﬁavﬁa:rmwxélaﬁ@ﬁmxnﬂﬁtshgﬁmm,?haﬂmmxtﬁtam% ?Prxﬂ,,l
& T 2

(1} 0 @ 1 @ n R

2. The first four moments of a distribution about mean are 0, 2, 0 and 11. Then the
distribution is
(1) leptokurtic {2} platykurtic

{3) mesokurtic (4) Nothing can be concluded

(347) 1 {P.T.0.)
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T W ¥ U ¥ WNE YW =R W wuw: 0, 2, 0 ok 11 &1 W = dm

(1) 7 =& (2) &M FFA
(3) wea FHQ | (4) ¢ Prepd T Praren w1 g

Variance of first n natural numbers is

WM n Sehfae wEmel 1 waEw g

2 . 2 4
(1) [”;1] @ =1
3) n?_1 @ n{n+1){(2n+1j

6 6

If the geometric mean of positive numbers X 1. X g, X, is G, the geometric mean of
2X,,2%X,,--,2" X is

afy aeTE FEmA X, X, -, X, FOUORR WA G R, A 2X,,2%2X,,-,2" X, W QW
q1eg FM :

n n+l

(1} 2G (2) 22G 3) 22¢G (4) 2t lg

Fifteen candidates appeared in an examination. The marks of the students who passed
in the examination are 9, 6, 7, 8, 8, 9, 6, 5, 4, 7. The median of the marks of all the
fifteen candidates will be ' '

qaameﬂ_%@ﬂqﬁmﬁuﬁﬁgqla’laqweﬁnﬂwﬁaaﬁnféqﬁmﬁég,e,zs.s,
9, 6, 5, 4, 7. @it ysr il F ywrE 6 mftgan dft

(1) 7 (2) 65 (3} & (4 75
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6. If the variance of x,, X5, ", X1 is 10 and y; =5x; +4, i=1,2,--, 10, then variance of
Y1.Y2, 5 Yo IS |

aﬁ x_l, x2,"‘,x10. ] HHIO 10 % 3:|-)R yl =5xt- +4, i=L2,---,10, ?ﬁ‘ yl,yz,"‘,ylo Bl

(1) 54 - (2) 50 | (3) 250 4) 254

7. Second and third central moments of a distribution are equal. What is the nature of the
distribution?

(1) 'Symmctric : (2) Asymmetric

{3) Positively skewed (4) Negatively skewed
feel der ¥ fale @@ g Fda ot @AW §, @ g R vl ww 22

(1) i (2} rEmfiE 0 (3) oo fawr (4) Homenss Tepawan

8. Four years ago, the average age of a family of four persons was 18 years. During this
period, a bahy was born. Today, if the average age of family is still 18 years, what is the
age of baby? '

(1) 20 years (2) 25 years (3) 30 years (4) 12 years

maﬁ'@%ﬁwﬁan%aﬁmﬁﬁqﬁﬁaﬂﬂamglsaéﬁﬂlsaaﬁaﬁﬁmaﬂmgam
o A ufER At oftwd oy 18 @ & 7, @ Fm ) ey w7

(1) 20 = (2) 25 a8 (3} 30 af (4) 12 =

9. In a mesokurtic distribution, the fourth central moment is 243. .I‘ts standard deviation
will be

aﬁﬁmﬂqwﬂnﬂdaﬁagﬂﬁ?mqﬁmm243%,a’rmmf&aaqm

(13 9 (2) 3 (3) 27 4) 81

(347) 3 (P.T.0)
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10..

11.

12.

13.

(347)

A man having to drive 90 km wishes to achieve an average speed of 30 km/hr. For the
first half he averages only 20 km/hr. His average speed in the second half of the
journey in order to achieve the desired average should be

@ =R R 90 km W Te 2, Som}hriﬁaﬂaﬂnﬁmmmélw%m
am 9% g Ngd 1fa 20 k/hr @1 A F g oam § et s ofwm Ml wmoF &
fou 3wt oftga nfy B =R

(1) 40 km/hr (2) 45 km/hr  (3) 50 km/hr (4} 60 km/hr

The limiting form of a histogram when class intervals are made very small is

(1} frequency polygon {2) frequency curve

{3} ogive {4) pie diagram

g =l arare smfyw @R W R 9, @ ema o v w0 g R

(1) amznrm R (2} SERT 96 (3) dRa (4) o ==

The mean of 50 observations is 40 and s.d. is 8. If 4 is added to each observation, then
the new mean and s.d. are '

(1) mean =40, s.d. =8 (2} mean =44, sd. =12
{3) mean =44, s.d. =8 {4} mean =40, s.d. =12

50 Ygoft = WA 40 FN ARG faaem 8 R Ay WIE Ygw 7 4 s Rw wm, @ @ oww
o W frge g '

(1} W =40, A+ fo=em =8 - {2) e =44, WA faEed =12
(3) W =44, A fa=aeH =8 (4) =g =40, 9N fEed =12

Let the two regression lines be y = -2x +3 and 8x =-y +3. Then correlation coefficient
between x and y is

a6 2w [d oy = -2x+3 a0 8x =-y+3 T A x M y F WgwwY TNE AW

1 1 1 1
3 2 -3 G 3 4 -3
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15.

16.

17.
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Let the rank of n individuals be 1,2, 3,---, nand n, n -1, ---, 1 respectively. Then the rank
correlation is '

e n gEEA H wfdt wAw 1,2,3,,n W n,n-L-, 1 §I @ FH w gg@Eg @m

1 1
1) = (2} 1 @) -5

4) -1
3 (4)

The correlation coefficient bhetween height and intelligence quotient (IQ) of adult
persons is generally near to '

() 10 2) 075 (3) 025 4 0
TR B I g T0F (1Q) F e o IR wa R
(1) 10 % fee (2) 075 % fahe (3) 025 & fi=e (4) 0 * fome

What condition should be satisfied for E[y -a—bx]? to be minimum?

Ely-a-bx]? % =gem % ¥ g Aa-a vl @ o s

(1) b=0, a=y, 2) a=0, b="2
5 o |
(3 b=—2, a=p, -by, 4 b=—2, a=p,-by,
Oy : Sy

Suppose that the regression line of y on x for a set of data has been calculated as
¥ =9-5-13:5x. Then which one of the following statements is false?

(1) There is a negative correlation between x and y

{2) The regression coefficient of x on y would be negative
(3} The standard deviations of y and x are equal

(4} If X =5, then § =-62

5 | | (P.T.0.)
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18.

Tm A e owie % ww gy ¥ Y x W oy wuEw W oA TOET f@ YR A TS 8
y=5-5-13.5x. @ frafafan #omt § ®9-o1 F mom 20

(1) x 3 y & o9 FTeEh geare §
(2) y W x W GEIEAT TV SEUIHE B
(3) y A x F WHS Goed @AM &

4) 3R x=5, 7 § =-62

If for two attributes A and B, the class frequency (AB) =0, then Yule’s coefficient of
association Q is equal to

(m 1 @ -1
(3) 0 (4) any value between O and 1

e A ot A 3R B & R o Sw=ReT (AB) =0, 9% I w WEwd e Q S B
(1} 1 ' 2) -1 '

" (3) © 4) 03t 1 & fi9 &= =™

19,

20.

(34'7)

If X and Y arc independent variates each with zero mean and unit variance, then the
correlation coefficient between (X —kY) and (X +Y} will be maximum when k is

aﬁw&amxamy%mwwwmma,a%{x—kY)am(XiY)%aﬁa
meEwry e Aftwan @m AR kK w oAm @

(1} © (2) 1 (3) -1 @) -2

In the usual notations, a non-zero value of (nii ~r?) is associated with
(1) linearity of regression of y on x

2) linca;ity of regression of x on y

(3) non-linearity of regression of y on x

(4) non-linearity of regression of x on y

6
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22.

23.
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A g GRaH A (n2, —r?) W YT ¥ R T I R
(1) y & x W auEm 6 EEa
(2) x B y W gEEEe H
(3) y F x W g f IREE
(4] x S y W HEHEE K @

For 3 attributes, the number of ultimate class frequencies is

3 o ¥ fd, ¥ad aif-soamaed B e oo

(1} 9 @) 6 (3) 8 @) 10

Given (AB) = 256, (aB) = 768, (AB) = 48, (aB) = 144 for two attributes A and B, which one
of the following statements is true?

(1) The data is consistent

(2) The data 1s not consistent

(3} A and B are indépendent

(4) A and B are negatively associated

A A wn B ¥ RR R} R (AB)=256,(aB) =768, (AB) =48 (aB) = 144, @
frfafga & @ FF-v1 T 73 77

(1) offwgl ¥ g 8 (2) f=wel # wmerE T8 R
(3) A @91 B wWEd 8 (4] A 90 B # HUeHh AR R

For two events A and B with Bc A4, if P(A)z-;- and P[B]=%, then P (B/A) is
3wl A ik B @l Bc A B, afe P(A]:% 3t P(B)z%, @ P(B/A) Tft

1 1
(1} O (2) 5 {3) a (4) 1

7 (P.T:0.)
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24, In usual notations, which one of the following is true?

(1) P(A)<P(A)+P(B)<P{AUB)<P(ANB)

(2) P(AnB)sP{A)<P(A)+P(B)sP(AUB)

(3} P(ANB)<P(A)<P{AUB)<P(A)+P(B)

(4) None of the above

wmr wkae R, Prafafes § @ f9-a 27

(1) P(A)<P(A)+P(B)<P(AUB)<P(ANB)
(m‘mAanPuustp?unstuB)

{(3) P{AnB)<P(A)<sP(AUB)<P{A}+P(B)

@ e d R B

25. Which of the follovviﬂg pairs of events is mutually exclusi\fc in toss of four coins?
(1) At least two heads and utmost two tails
(2) At least two heads and at least two tails
| (3] At least three heads and utmost three tails
(4) At least three heads and at least three tails
o fmt # ort § Frefuie worel ® ogol § @ PR-w wER SwEe 27
(1) F9-§-0 & W ol hEm-3-aft @ 7=s
(2) FH-T-F @ o o - U
3) F-d-wm e S i sE-d-aRE T 7o
(4) #W-8-F0 o= M o wm-¥-+9 7 =

(347) .8
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26. The probability of two persons being born on.the same day is

7 @l F uw @ @ s a1 h e @

1 . 1 1
(@) —— (3) 7 (4)

1 2
49 365

(1)

27. An unbiased coin with faces rr:larkcd 1 and 2 is tossed two times. Let X be the number
obtained in the first toss and Y be the maximum of the two numbers chtained. Then
P|X =Y]is
s sEfia e, s wos | 1 a2 faar R, @ " 39 s R ouW i X wem
IBE W YW B WA Y B STl A WR IEn # Afan ) @ P{X =Y | WR @

3

1
(1) (2)- 5 {3) {4) 1

1
4

28. If three small squares are chosen at random on a sixty-four square (chess) board, the
chance that they are in a diagonal line is

7 g T T (IRT) 9 A ygss alF ¥ W SR T W wE R 9, @ T
famdt Tar d 20, @l wlkema drft

(1} 5/744 (2) 6/744 (3) 7/744 4) 8/744

29. If random variable X takes values
afz agfss = X om dar R
X H+a H-O

P{X)

N +

1

2

then coefficient of kurtosis B, is

1 el o 3, 2

(1) © (2) 1. (3) p? . 4) o?

(347) 9 | (P.T.0)
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30.

31.

32.

33.

34,

(347)

Let x be a continuous random variable with distribution function F,({s). Define
Z =F,(x). Then var (Z) is

nm:&Qsﬁmﬁmg%aat%fﬁamdaw;ﬂ‘x(-}%thzf?x(x)i?h{Z}wmm

1 1 1
)y 5 @2 5 G 3 t4) 1

Let P{A)=p;, P(B)=p, and P(AB}= p;. Then P(B/A} is
a1 R P(A) = p,, P(B)=p, 3R P(AB)=p,| @ P(B/A) g

p1-p P1-P3 -
1 -2 2 = (3) pr+pa-ps (4 22783
1-p3 1-ps 1-p,

(1)

A point is selected at random in a circle. The probability that the point is closer to the
centre than to its circumference is

et qu § o forg wmgfees ol @ fomn mm soh wifar 76 @ fog 9 @ wiw @ 3 1%
oitfer &, rfi

1 1 1 1
) 3 @ 3 Sy (4) E

Let X be a random variable with c.d.f. F(x)=1-e**, O< x< . Then E[X]is
T 6 wEfee W X W g 5 %eF Fix)=1-e™, O<x<w 8 @ E[X ]8T
' 1 A
1} 2x 2] A 3}. = 4) —
(1) | (2) @) 4 3

Let vatiate X have the distribution P[X =0]=P[X =2]=p; P[X =1]=1-2p for

O<ps % Then for what value of p, var (X) will be maximum?
AT fF R OX @ ¥ ® P[X =0]=P[{X =2}=p; P[X =1]=1-2p; Ospg% F fm @ op
& fopu o % fo (X)) = wor ifteaa @m?

(1) © @) % (3) 1 @) %

10
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36.
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The cumulative distribution function of any random variable is
. always right continuous
II. right discontinuous at countable number of points

III. monotone non-decreasing

Select the correct answer from the following :
(1) None of the above three statements is always true
(2) I and IIl are true, but II is false

(3} U and I are true, but I is false

(4} All the above three statements are true when the r.v. is discrete

et agfees = w1 gt 91 wed @ B

1. @39 3@ ¥aq
1. T e am fagelt w gl s
1. waeq reframror

freafafas 4 |/ d 3w ghu

(1) 3R A e d A A o wiy a2

(2) 1 NI u=x &, Feg 11 s &

(3) II @ Iil_m%,%:glamm%

(4) 390w O Fu @ § wohe agew W s @

Let X,Y, Z be i.id. continuous variates. Then P[X >Y/Y >Z ] is
71 BF X,Y, Z §9F 9 w69 e O eaq Bl @ P[X >Y/Y > Z | gt

(1] 2 1 @ 2 @ 1

h
3
11

12P/221/31

(P.T.0.)



12P/221/31

37. The joint p.d.f. of {X,Y}1is
(X,Y) ™ A% TR ofa B
flayy=e I o) (%) Ji0, 0y (Y)
Then P[X >1]is
2t @ P[X >1] gnft

() * 2 L @) 2
e

38. Forarwv X, if

a
= 0 » otherwise
then P[%-:Xm:x] iS‘_s
1 1
1) O 2] = 3] -
(1) {2) 5 (3] 3

afy afess @ X ?g, 9Rk

= 0 IHYF
ﬁ,?ﬁP[%<X«:u}‘éﬁlﬁﬁﬂTﬂ
1 1
1 O fd =
(1 @ 3 ® 3

(347) 12
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40.
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If X and Y are two random variables and a and b are constants; then cov{X +q ¥ + b)
will be

(1} abeov(X,Y) (2) cov{X.Y)+ab

{3) coviX,Y) (4] None c&" the above
fz X qw Y ) agfss K & 79 a 3 b Q) s uRml F, M cov(X +a Y +b) @M

{1} abcov({X,Y} _{2] cov({X,Y)+ab

(3} cov(X,Y) 4) 30w ¥ ¥ w¥ T

Starting from the origin, unit steps are taken to the right with probability p and to the
left with probability g{=1- p). Assuming independent movements, the expectation of
the distance moved from the origin after n steps is

e fag 3 w3 ge oA ok wiima p ¥ oWy w wmw wwn el st wifieme
gl=1-p) & T TF w0 forn o 24 FqH H @A AW R, n T F 9% qW fog § @
#1 7§ g AN v Bf

n (4) n-1

P-q b-q

(1l n{p-q 2} (n-1){p-q) (3)

f X is a uniformly distributed random variable in {-2q, 2a}, then its probability density
function will be

T (26, 20) ¥ X ¥ weTE agies | 2, @ @ oimar v wom @

(1) 1 : —2a< x<2a {2) 1 r —2a< x<2a
a 2a S
1 I
{3) -— : -2a<x<2a 4} —~ : -2a<x<?2a
3a _ : 4a
13 {P.T.0.)
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42. IfX ~ Xﬁl andY ~ X.EZ are independent r.v.’s, then the distribution of the variate (X +Y)

15

niong niong
(1) ﬂr{—g—,zJ {2) B”(z’zj

(3} x2? with (n; +n,} d.f. (4) All of the above

afy X -x2, Ny -7 wA ageE R, @ W (X +Y) FW oweR @

(M1 ng n1ony
(1) BIL_Q—’ZJ (2) 35{2.2}
(3) 12, (n, +n,y) ¥AT FR W - (4) I wh
43, Let

6
= v X = 3, -
flx)=—g x=12

= 0 . elsewhere
o 6etx
and M(t}= Z PR Then which one of the following is correct?
x=1T X

(1} flx)is a pm.f. but M(tf) is not a m.g.f.
(2) f(x)is a p.fn.f. and M(t} is a m.g.f.
(3} flx)is not a p.m.f, but M(t) is a m.g.f.

(4} f(x)is not a p.m.f. and M(t) is not a m.gf.

(347) 14
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6
- . =123,
[y %

= 0 -7

i M(:):i 6e™ 3D B ¥ Fa-w gy 7

2x2

i
(1) f{x) TF WogoHo ¥ TF M(t) TF FoWoho et 2
{2) f{x) TF WogoHo B WA M(t) T MeHo%o §

{3) f{x} TF Wolo%o T& & Wy M(t) Th MoWo%o B
(4) flx) TH Wogohe & § 3 M(t) TH MoSloTo T B

) 3
a4. If Mx[t)z[lge

n
J , then var (X)) will be

ot Mﬂt):{l;er} , @ (X) F TR @

(1) n @ 7 ® 3 @ 7
45. The mode of the geometric distribution [%]x for X =123, - is
1 1 2 0 (3) % (4} Does not exist
TR e {%)x }?:1,2,3,-~ 1 age am
) 1 2) 0 3 1 () e T A 2

2

(347) 15 (P.1.0.)
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463

47.

48,

(347)

Let X be a standard normal variate. Then Pr (X >1.96} is

oA 5 X T wE® YeTeg =X R W Pr(X >1.96) ®W

(1.0 (2) 0025 (3) 005 4) 095

If random variable X has exponential distribution with parameter 8, then
PIX >a+bf{X >a}is_

ofe Mg | X 1 w27 | T & Prgwn T9E 0 2, A P[X >a+b/X >a) W

(1) P[X>Ib] (2) P[X>a)

(3} P[X >a+b) 4) - 1-P{X >a]

The probability mass function for the negative binomial distribution with parameters r
and p is

X+r-1y , » -1\, x X
(%7 e @ [ )-o* pa
(3) [;}p’hq)" (4) All of the above

Homers g @et Rk w=e r ool p ¥, W wieR se wem @

X+r-1\ , x Y X araX
(1) [ .1 Jpq (2) [x]( )7 pa
(3) [;’] F(-g)¥ 4) IR o

16
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For an exponential distribution with probability density function

tE R udid "qeq fSaw s a9 wem
f{x):—é—e‘”z; x=0

its mean and variance are

2, 1 mew 3 wEw g
| S 1 1 1
(1) (5, 2] ) [2, Z} @) (5, ZJ (4) (2 4)

Let X have a Poisson distribution with parameter A. Then the value of F(0-5) is

1) e’ @ -2
(3) e 9 (4} The value is not defined

amr fF X w1 det @l @ fraem w=a A 21 @ F(0-5) 1 uH B

1y e® 2) E_J'E}Eii (3) e OS5 (4) = aRenfim T 2

The moment generating function of a random variable X is

TF TREE W X A AHTSTE 6O

2 1 2 4 a
M (t)l==+-e" +—
x () 3¢ "15°
Then E[X ]is
3, @ BIX ] @m
22 9 17 11
R — 2y = 3 — 4] =
S (2) 5 (3) T (4) S

17 (P.T.0.)
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52.

53.

54,

55.

(347)

If X is a standard normal variate, then %X ? is a gamma variate with parameters

aﬁxammm%,ﬁ%x2 T W, fgeR grEe '

1 1 1 1

- =, 1 =, - 4 1,1
(1) 1, 5 (2) X (3) 2 5 4) 1,
If X ~F(m, n), the variable M % is distributed as

1n
o X ~F(m n), @ | X = 57 @m
n

(1} By (m, n) 2) ﬁg[g, g] @) ﬁ;_[g, g] (4) B;(m n)

Far the geometric distribution P[ X = x]= ix, x =12, -, the Chebyshev’s inequality is
: 2

TR SeR PIX =x]=—, x=12- % RR Y el ai

x!

1 1

1) PlIX-21>2]< - @ PlIX-2]>1)<
B)PHX-H>2F% (4) PHX—H>H<%

If X is F(3,4) and Y is F(4,3), then for all k which one of the following is true?

G X WSS F(3,4) @Y H A F(4,3) 3, @ k F @it v\l F Ry fow d @ e
e gme

U]PLXskhJ{Yéé] @)PLXSkPP[Ygé}
($}”X2“<PP£%] (ﬂ}”X£kHPPs%}ﬂ

18
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56. The probability mass function of a random variable X is given by
1
plx)={gei’ =012
Q0 . otherwise

Then E |

|
>
| S

(1) 0 2 1 (3) % (4] Does not exist

@ AGfEEE W X W WA G G

1
p(x)_{;:r X012
o - HOA

(1) o 2 1 (3) % ' (4) oS 7 a2

57. The number of possible samples of size n from a population of N units without
replacement is '

uF HHE H N:mﬁ@p@ﬁwm@nmaaﬁmﬂﬁmuﬁmﬁzﬁrma?ﬁ

2

(1) N2 (2) n2 @) e, @ Nt

58. In a sample of 400 méngo:.s from a large consignment, 40 are found to be rotten. The
standard error of the percentage rotten mangoes is

T2 W A 400 M H wﬁaﬁ % 40 M @ T n&tﬁﬂm E1ji] éﬁuﬁmm T e

R

BTTTI

1) 55 ' 2) 60 (3) 15 ' (4) 145

(3477) 19 (P.T.0.)
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59,

60.

61.

62.

(347)

A sampie of 16 items from an infinite population having SD = 4, yielded total scores as
160. The standard error of sampling distribution of mean is

I gay, fas ee feed =4 %, @ 16 T % sfee T R 160 @ 2 wE &

gfewad @ H A qfe AW

(1) 1 (2} 10 (3) 40 (4) 04

If the sample values are 1, 3, 5, 7, 9, then the standard error of sample mean is
1 1

1) SE=42 2) SE =~ 3) SE=2.0 4) SE =~

(1) (2) 7 (3) ( 5

a&uﬁaﬁml,s,s,mg%,?ﬁuﬁzﬂmwﬁmzﬁﬁ'ﬁ

{1) HioFe =2 {2) ®loFo ::f% (3) #HloFo =2-0 (4) W|toFe =%

Level of significance is the probability of

{1} type I error (2) type Il error

{3} type I and Il errors {4) None of the above
wrderdy way, Wi ? .

(1) o wer # g 6 @) o v & e 6
(3) vem den fidm wen & g i (4) 3W0E | § @ T

Let a and P denote the probabilities of committing type I and type II errors respectively.
Which of the following values of o and B correspond to the decision rule “always reject
the null hypothesis™ ?

i} a=0 (iij a=1 (iii) B=0 {tv} B=1
Select the correct answer from the codes given below

Codes

(1) () and (iii) (2) (i) and {iv) (3) (i) and (i) (4) (i) and (iv)

20
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rmﬁ%asﬂxﬁm:umawﬁ?ﬁumaﬁgﬁa’iiﬁu@aﬁfﬁéiuaﬁtﬂ%ﬁmnﬁﬁﬁ
-3 7 Fota-fem “Foecia wieer R wa swdien #:07 % agge w7

G} a=0 fii) o =1 (iii) =0 iv) B=1

M R R § @ W I g

%<

(1} (i) <o (i) (2) (i) ¥ (iv) (3) (i) Jum (i) (4) (i) @ ()

63. Match the following correctly :

Hypothesis Test distribution
A, K =Wg, (52 =2 I. t
B. ¢%=10 n F
C. p=0 III. Normal
D. 23 =0 IV xz
(1) (A, 1) (B, I} (C, IV} (D, } 2) (A, 1) (B, IV} (C, ) (D, 1)
(3) (A, IV) (B, ) (C, 1} (D, II}} 4 (A, DL (B, 1) (C,HI} (D, 1IV)
B ® wd wER @ gAfm AR :
biicoeci glleror @ea
A. p_:pn,cz:Q I. t
B. 52=10 I F
C. p=0 .  wame
D. pyag =0 . 2
{1y (A, 1) (B, I} (C, IV} (D; 1) (2) (A, II) (B, IV) (C, I)' (D, I}
(3] A, IV] (B, T} (C, 1) (D, I (4) (A, ) (B, 1) (C, 1Y (D, V)

{347) 21 . {P.T.0.}
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64.

65.

66.

(347)

Let (X X 5} be a random sample from a gamma distribution: G(1 8). Then for testing
Hy:0 =1 against H,: 6 =2, a critical region

e fm T W GLO) ® (X X,) TH mgf%ﬁ wioest ¥ H,:6=2 % fawg Hy:6=1

g % fou wifes &3

2

X1
C=¢(xy, x3)i—>k
A
is obtained such that P {C/H,]=0-05. Then the power of the test is
wH o m wElE P [C/H,, =005 31 @ ulgm & wfe qf

(1) 0-95 {2} 005 (3) 0-85 {(4) 0-90

To test Hy: p=pg vs. Hy: u>uq from Ny, q’2] when the population SD is known, the

appropriate test is
(1) t-test {2) Z-test _ (3) x’-test (4) None of the above

Nipo?) ¥ Hi:u>pg & 96 Hy:p=p, & e & fou suged wiewr smfe wwfy wme
foraem fem 2, @

(1) t-vhem @ z-wam  (3) y2-whaw @) swiw & 3 A 7

Let T be a statistic based on a random sample of size n from the population f(x, 0)and

E{T}=0. Then —T—__B: is distributed as

V(T
(1) normal for large n. _ (2) normal irrespective of size n
(3} same as f(x,0). - {4} None of the above

22



67.

68.

69.

(347)

12P/221/31

o f T f(x,0) @ n FER ¥ agfew sfed w emnfa sfes T R S E(T) =01 @
7 -8

STV g

JVIT)

(1} 988 n % TR ygwrg dm (2) & o n & R wom @M
(3) flx,0) € &m (4) IRw ° 7 W T

In tossing of a coin, let the probability of turning up a Head be p. The hypothesis is
H,: p=0-4vs. Hy: p=0-6. Hy is rejected if there are 5 or more heads in six tosses.
Then the size of type I error is

g f T R % deeR W, i % s om Ry p }) aReewn Hy: p=0-4 firg
Hy: p=0-6 3 H, sf@r @m af 5 @1 afw & 3 9% 38w W g e A @ wm
R B gfe = TR W

(1] 0041 (2) 0-037 (3) 0-029 (4) 0-05

If Xy, X,,, X, is a random sample of size n from Poisson distribution with mean A,
the Cramer-Rao lower bound to the variance of any unbiased estimator of A is

atr X, X, o, X, Wn,mwﬁéaﬁqaa@%ﬁgﬁaﬂﬁﬁwmwx%,a‘rx%
frg shma sTeE® % SO R HW-UE < € gl
e’ A : Ny -k

(1) 2 = (3) = (4y £
n n n

.

A random sample X, X,,--, X, is observed from N (s, 02), where o? is known.
Consider the following quantities :

4! n n : n 2
LY X? 1l Zi@;_ m ¥ (x-w? W Z(xi —.p}
i=1 T

i=1 i=1 @
Which of the above are Statistics?
(1) 1 and 1 only {2) I, I and II'I.onl:y

(3) III and IV (4} 1, II, 111 and IV

23 (RT.0.)
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N{wo?) &, w&l o? @ 3, & agfss sl X,, X,, -, X, Miw e smo 21 Feafafiw
vfmm s e Ak .

1. ix? . if".; 141 i(X[v—p.)z v, i(_x_iﬂj
i=1 rRN

TAF T & FH-T wfygeda 27
(1) e | i 11 (2) FEd I, 11 S

(3) I R IV (4 I, I, III &t Iv

70. A sufficient condition for T, to be r;:onsistent for O is
(1) E(T,)>0asn-o>w
(2) V{T,,]-»Oas n-—> w
3y E(T,)»0o0or V(T,)— 0 as n-w:o‘
{4 E(T,}»>0and V(T,)>0asn—-» w
T 6 ¥ T, W G ONFAE @4 3 TEE gfeemey g R
(1) E(T,)»>8 ¥4 n> o
2) V(T,)>0Sd n> =»
(3) E(T,)»>060 3 V(T ) >0 d n> w

(4) E(T,)—> 0 M V(T,) >0 n> w

(347) 24



71.

72.
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For a frequency distribution, a two-parameter normal distribution was fitted. The
observed and expected frequencies in the various classes are given below :

@ ATERE W ¥ O, T 9 WEEl ) SaeR sed ® onafa fea wm fafim ant A
Yya ok yearftg aroamend R g

Class ' 1 2 3 4 5 6
Ff

Observed frequency | 6 14 20 19 16 6
e sFERAr .

Expected frequency 4 15 21 21 15 4

Then to test the goodness of fit using the x.z-statistic, what is/are the degree(s) of

freedom of the xg—statistic? :

y 2-ufiEsls 1 W M o ggdl 1 sgw w60 F fiu oy -vfes i @ | (1)
T /37

(3 2 3 3) & (4) 4

Let t be a Student’s t-variate. Which one of the following is identically same as F(1, n)?

(1} t? with one degree of freedom (2) 72 with one degree of freedom -

(3] t? with n degree of freedom 4) 12 with n degree of freedom

e et gE - R T a1 w F(Ln) % wEeEH 37
(1) @ @em A T 2 (2) T @A W a2

(3) n w@Eam W T 12 (4) n WA HfE awm i 2

25 {P.T.0.)
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73.

74.

75.

{347}

What is the maximum likelihood estimator of p based on a single observation X from

Bernoulli distribution with parameter pe [:}, -;—;l ?

—t

F-ar 27

mpe[lﬂm?faﬁ?ﬁéﬁﬁwﬁwxmmmﬁapwmﬁ:mamﬁam

X +1 2X +1 3X +1 X
1 2 - (3 4 =
(1} Z (2) = (3) = (4) =
Let x,, X5,++, X, be a random sample from f(x,B):e_[x‘B]; x>0, 0<B<ow and zero

otherwise, Then a sufficient statistic for 8 is

(1] Max (xl? x2a"'sxn) [2} Mln (xls JCg,---,JCn)

@) > x @ ]

s R f(x,0)=e (X% x>0, 0<B<o AW I I, J xl,xz,---,xn & aigfeeE
wiiesl 21 @ 0 @ vatw yfsedist g

(1) 3o (x), xy, -, x,) (2) o (x4, Xz, -, Xp)

WIS “ I1=

If X,,X,,--,X, is a random sample from a population é—ja_; X7 then the

maximum likelihood for 0 is

R X, Xy, X, @ e /2 Y g uagfw WRGE 2, A 0 W s gl

02
L
Ix IX? £X 2 7
1y == (2 —+ 3 —- 4[> x?/n
n . n n i

26
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76. If X is a sample mean from the binomial distribution b(l, p}, then

(1) X is a sufficient statistics for p

{2) X is an efficient statistics for p

(3) both (1} and (2)

(4) None of (1) and (2)

e x w7 97 b(l, p) @ wleedd wew §, @

(1) %, p % & wiw vleels @ (2) X, p F W Fua vfgariw 2

(3) (1) e (2) 3 (4) (1) 3 (2 7§ A
77, If _the density function of a variable x is

flx8)=0e"" for O<x<w

then 95% central confidence limits of 0 for large sample n are

1:96% _ 1-96% /_
) (122205 2) 1+
(1) [ T J 2) ( ey ]/x
(3) [13];_96) x .(4) None of the above

Fix,8)=0e"; 0<x<aoF fau
T wfied o % Riu b A 95% FAw fvarea dwd

a
() [Iulﬁﬂx ) [H%J/f
(=)

% (4) IT0® A ] S T

(347) 27 (P.T.0)
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78. X,,X,,--, X, represent random observations from the distribution

- -0n x
flx0) =522 x-012-
Which one of the following classes of estimatoré. correctly character the family of MVB
estimators?
(1 X

(2) AX +B, where A and B are constant

(3} f(X), where f is a uni-valued function of X

54)

=1
n

(4) all polynomials in X, where X =

X, X, X, ®HA

~Bn x
f(x.e)'=ex": . x=0172

A ges Yaol B Pl w §) fefefae ames @ § @S- @ e TR afEy
(MVB) sT%@% $a #1 ANCEH HHar 27

(1) X
(2) AX +B, wigl A 3R B 3= €

{mﬂﬁﬁﬁﬁfwwmem%

5x)
(4) Eﬁaﬁagqa,mﬁ}?:LL

n

(347) 28
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80.

81.
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Let (X,X,) be a random sample from N(6,1). Then for testing H;:0 =084 against
H,: 08>0, which of the following is UMP critical region?

Wi fF N@,1) ¥ (X, X,)  uefEse Rt 31 Hi0>0, F g Hp:0=04 %
tham ¥ fod f= wifes @y § - &1 UMP dm?

(1) {{xle):ix,»k} (2) {(x1x3}:Xx<k;orX>kqy}
i=1
- X1
3) {{x1x3):X<ky} (4 {(xlxz):n——:-k}
X2
Let
T R
Xy =pn+e
X, =2u+e,

e, and £, are independent with same variance 62 Then BLUE of u is
g, 9 g, @a IgwwE W o2 €, TS W@ @99 §1 @ u F BLUE g

2X, +X, @ Xi+2X @ 2X1+Xs @ X1+Xa

. 3 S 5 2

If X is a binomial variate with parameters {5 6), the UMVUE for ¢w(8)=6(1-8) is

af Rt fewg = X Res wee (5,0) &, & w(0)=6(1-0) # TIMa: =Faw S SR
sFiF (UMVUE) @

(1} (5X -X2)/20 (2) (X2-5X)/20

(3] X (1-X}/20 (4) X{(X-1/20

29 (P.T.0.)
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82,

83.

84,

(347)

2,

If x,, x5,++, X, are the values of random sample from a normal population N (u, o

then s° =-—1—-1-Z{x{- —,?)2 is a/an
"o

(1) unbiased estimator of 52

{2) sufficient statistics for ¢?

(3) mean squared error consistent estimator of o2
{(4) All of the above
e xp, xp,-, X, TEEFE WY _N(p,cg) a ugfRes et 5 ww @

s2 :—l Z (x; —)_c):2 B
n-1

(1) o? %1 3Efmd nae (2) o2 w1 wgiw wivess
(3) o2 ® gy = FR W awEw (4) IWAF Tt

Let a population of size N =10 have mean 15 and variance 100. A SRSWOR of size 4 is
drawn. If X, denotes sample mean, then E[X?]is

e B e AR N =10 Y @9 = 7 15 9 9E 100 R MER 4 # T SRSWOR
fom mn ?) afe wioest wva X, R, @ E[X 2@

(1} 140 (2) 240 (3) 225 (4) 150

Which sampling. design is most appropriate for cluster sampling?
(1) Simple random sampling withouf replacement

{2) Simple random sampling with replacement

{3) Stratified random sampling

(4) Quota sampling

30
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-dh st e et & s % R R e 27
(1) gt @ wa agfes whram

(2) witrarm wfga w@ wgfos wR=m

(3) v agsw wfd=d

(4) = wfo=aa

85. Supposing that, in cluster sampling Sf': represent the variance within the clusters and
S2 between clusters. What is the relation between S2 and S? ?

(1) 32 =82 (2) S2>82 (3) S? <8} (4) None of the above
o B, T % ufrewd d, 82 gl ¥ osiwrla wew =t ot §F el % e v Y fiwfe

Fa 21 S2 i SE & flw wew FR?

(1) 52 -87 @) S2 3287 (3) §2 <S? (4) I § Q2

86. Consider the following statements :
Assertion {A} : Non-sampling errors are present in both census and simple surveys.
Reason (R) : Non-sampling errors are caused by factors beyond human control.

Which one of the following is correct?

(1] Both [A) and (R) are true and (R) is the correct reason for (A}

{21 Both (A} é_nd (R) are true but (R) is nof the correct reason f_or (A)'
(3] (A) is true but {R) is false

(4) [A) is false but {R) is true

(347) | 31 (P.T.0.)
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87.

(347)

frafifgn womt w e Al -

woF (A) :  oRrEA ghdl wd smr qun wfied wdgel dH A fawam @9 8
T (R) : agfeem gREt 37w @ i § @ A faew @ w @@
frafofes 4 @ #-wm o R7

(1) (A) 3 (R) A1 &= § 2 (R), {A)mmﬁm%

(2) (A) @ (R) I w= ¥ ey (R), (A) F @@ wwo Td R
@) () Tt g (R) wEE R

(4) (A) s } g (R) 79 R

A population of N units is divided into k strata whose sizes are N,, N, ., N_, and
N, respectively. If the number of units selected from the jth stratum is
ny(f=%2-, k) in case of proportional allocation, the sample size is

N

=l —L
(1} n n (2) N

n
N
{3) n;N;=nN {4) None of the above

N e B ws anf Bk wld A el v ¥ RES SR FEE: Ny, No, oo, Ny 3N,
%zaﬁaqwrﬁmﬁmqaﬁﬁﬁﬁfﬁﬁwﬁmﬁaﬁmﬁaﬁa@Tnfu 1,2, k) &, &
sfeeet & s R

_N | nj_n
(1) n , {2} N, W
(3) n;N;=nN (4) IR d ¥ R wd

32
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In SRSWOR, probability of a particular set of n units selected as the sample, is (where

N is the population size)

SRSWOR # n-smmft & faow wqera & dfded & w0 # waba g7 6 wikea gft (S=fs

gafy & sy N R)

(1)

Match the items in List—I and List—II correctly

List—T

(Statistic)
A, X{—Xq
B. -b] - 52
C. r
D. Median
Code :

A B
(1) 8 P
2) P Q
B8) @ R
4 R 5

L
N

T e oA O 0

(2)

< o w o ow A od

List—IT
{Variance)

33
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g1 @ g1 & WS o gafa fifsm

gh—I 1T
(stdeatsr) (sam)
2 2
A X%y p. &1, 92
2".1 2?’12
B. s5;-5; Q. {1¥e2)2/n
| 2
C. r R no_
2 n
D. wifein S 612+U%
. n, ng
%3:_
A B C D
{1) S P Q R
{2} P Q R 5
3] Q R S P
4 R .S P Q

90.

(347)

Let p be the intra-class correlation coefficient between elements of a cluster in N
clusters of M elements each. The cluster sampling is more efficient than the
corresponding simple random sampling without replacement if

T 5 M Emet 9 YA N sl 4 Rt 70 % omwdEl & i arwd weeeew O p
¥ e =S Wy gl euied R we aes whiemn @ afts oy e, afe

= @) p<- @) p>-

| 1
1 > - 2 = —
W o> @ P == NM -1 NM 1

34
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91. If population size N =100, sample size n =12, then the ratio of variances of sample
mean in SRSWR and SRSWOR is : '

afz @afy s N =100, sfed STHR n =12 @, @ Woeum Wa wa agfes sfaee qo
yfoenea wigq @ agfeos viaem § iyt A1 & wEwl @1 SgeE e
135 5 '

(2)

25 9
(1) 8 2 (3) e (4) 8

92. In stratified random sampling, with the cost function C =C4 +2C, n,, the variance of
the estimated mean Y, is minimum, when n, is proportional to

witw agRos uiega §, Sefs =@ ® C=Cy +ZC,n, ®, @IAHd A ¥, & F&wr,
frerem g, afE n, TR o

N_S NS,
—A= {2} annvcn @) —2— : (4) anncn

1 .

93. The condition in which double sampling method is more precise than taking a simple
random sample for the same cost, is obtained as

sfesy fomd R SRR Bl w @ s % wa R T o ww ageew wied B e
A afarg @m 2, fra s F v @@ 27 |

F 5

dee 40’ 4cc
@) p?%> (3) p?

2 '
P> — (4} p =4dcp
C'T ,(c+c’)2 (c+c’]“2

(1) p?>

1+
c
94. If ¥ and X denote the sample and popﬁlatjon mean respectively and R is the ratio of

. . )
population totals, then in simple random sampling, bias of the ratio estimator R is
given by

o x ok X s e ok wnfe mer € o R il At @ guw d, O we agRes
e § aqEm e R B e s 27
c‘ov(l%,?c)

(1) ———— (2)
x

cov (13, X) @) - (I{\;, X} ) o (I%, X)

(347) 35 (P.T.0.)
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gs5.

96.

97.

98.

(347)

For a 2™ -factorial experiment in r replicates, the sum of square for the effect A in the
ANOVA table is

r TR A T agIuert W # waer favewe s § i A o G g

2 2 - 2 . 2
[A] @) [A] 3) [A]. (4) [A]
ar 2r 4r 16r

(1)

Ina ;’andomised block design with 5 blocks 6 plots each if MSB =10, MST =15, Total
SS =140, then MSE is

w agfeediys @ue aftern d, fed 5 @vs, 6 wie I@ § WU Fedodlo =10, IR
Alowodo =15, Pf =i @M =140 2, /@ 7o FR A1 AW

(1) 575 (2) 575 (3) 125 @) 125

With the usual symbols, the estimate of a missing value in a RBD is

AW GHdl § RBD & U& QH UF H AHGE G

) tB+rT-G @) rB +tT -G
(r-1}{t-1) (r-1)(t-1)
3) rB +tT —-2G (@) rB+rT —-tG
(r—-1)(¢£-1). (r-1){t-1)

In an analysis of variance problem for one-way classification with three classes and
three observations in each class, the F-ratio is 1'5 and the total sum of square is 18.
The mean square between class will be

&% @l & @ whe F wa dm il F e e F il wewr R e § F-sga
W15 R qUT HE 9 AN 18?1 A & Wew & ATy i W WA G

(1) 2 (2) 8 @) 3 4) 6

36
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99. In a 23-factorial experiment, the treatment effect

& 2°-wgaurert aAfiE § Igen fawate we
~ [(abe) +(ab) +(c)+(1) - (be) - (b) ~(ac) ~(@)
is due to
el aar ¢
(1) AB (2} AC (3) BC @) A

100. Let A B,C,D be.four treatments, then which one of the following can be considered as
layout of LSD ?

a B A B,C,D T wnw €, @ i @ w @R =l afusesw = Qense wwr wn

HHAl B 7
A B C D] (A B C D
C D AB B AC D
(1) (2) '
B C D A C ABD
D A B C] D B A C|
A C B D] D B C A]
D ACB B C AD
iy 5 4 c (4)
C DBC
A D B Aj A B C Dj

101. [f the degree of freedgm for error SS in a LSD is 30, then the order of the design is

af: el SR W sfmremr & 3R @i 9w ¥ wm AR 30 3, A I6 SHREE F e
g |

(1) 4x4 {2) 5x5 (3) 6x6 (4) 7x7

(347) | 37 (P.T.O.)
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102. Match List—I with List—II and select the correct answer using the code given below the

lists :
List—I List—II

A. Replication is used {a) For validity of estimate of error

- B. Randomisation is used (b) For diminution of error

C. Randomisation and (¢} To achieve the independence .of error
replication are used

D. Replication and local ' (d} To estimate the experimental error
control are used

Code

A B C D

(1} d () (B (a)

(2} © @ (@ (b

(3} (d) (¢ (a} (b}

(4} {c) (d (b (a)

gA—1 & g1 & gafm ffm ot = & iR % 7w g2 71 Wi #= o sm g .
A a1

A. wfeh s #F o (a) I ¥F omEem H dum F R

B. dgfesdhieer wum F @ (b) IR F A F fou

C. wmﬁﬁm (c) IR & T@dym mE FA F B

D. il o suriy Prem (d) wafi FR & smwem ¥ g
W F e §

C T
A B C D

(1) (d) (@ (b (a)

(2} (o @ (@& (b

(3) (@ (e} f{al (b)

(4) (e} (@ (b) (&)

(347) 38
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105.

(347)

12P/221/31

For fixed effect model
o o frex
Yy =H+1; +B; +e;, i=1,2,-,v; j=L2-,b
what is the linear unbiased estimate of Ty —T4 7
¥ foe o, -1, 1 s wahEg SEeR w27

(1} Y. -¥n (2) Y1 -Ya. (3) . (4} F1.-79.

The probability of rejecting a lot having p as the process average defectives is known as

(1) consumer’s risk (2) type Il error

(3] producer’s risk (4) All of the above

w dfe fmd wow mer gk p R, M owdEr w N wREw e S 2
{1) S9srm @1 SRy (2) e www H IR

(3) IemeEl @ e (4) ST ad

In Wald’s SPRT, for Hy: p = py against H;: p = p,(> pg) regarding binomial proportion,
consider the following values of the QC-function L{p} :

968 % I Wit e whew SPRT % w=d & fowg wwguwe & fwa § Hy: p=p,
# Hy:p=pi>p) ¥ g wlgm w0 & fow wons abeagw (OC) w9 L(p) &
Frsfefiga wt w fgsm Hifsg -

@ L{po) () L{p,) i) L{{Po;‘Pﬂ}i

What is the correct order of the values of OC-function?
G IIfEET (OC) wem & TR @ ad @ w27

(1) (i) < (i) < (i) (2) @) < (i) < ()
(3} () < (i) < (i) (4) (i} < (@) < (i)

39 | (P.T.0.)
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106.

107.

108,

109.

(347)

The graph of the proportion of defectives in the lot against average sample number is

(1) OC-curve {2} ASN curve {3} Power curve (4} All of the above
ey wiaee dem ¥ frg iz ¥ IRA F amgmm =@ srww &
(1} oC-a% (2) ASN % (3) v 3 4y, I it

In sequential probability ratio test, the lot is rejected, if (with usual notations) the
following inequality holds

sl Wi orum whaw § wie e gl R (e wdd ) e smeEe W oaes
S | |

(1) A s P @ 2, 21F 8) Apm <P @) Ay 2P
o _ a - l-a

Type'A and type B OC-curves differ from one another in respect of
(1} hypergeometric and binomial probabilities

(2} finite and infinite sizes of the lots

(3 consumef’s and producer’s risks

(4} All of the above

A ¥R B Y& % OC-=% Th-gat & w8 a=f 4 fim ¢
(1) srfrrorer o fiwg wfdera (2) @fg R o AR * Wi
(3) Inirwr o SearerEEl @1 A (4) IRE ot

An additive model of time series with the components 7, S, C and [ is
T,S,C am I @gdl aweh @ dvft 1 dvress gl @
(1) Y=T+8+CxI (2) Y =T+SxCxI

(3} Y=T+S+C+/ (4) Y=T+SxC+I

40
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The equation of the parabolic trend is
prerieiiecic i i icav i
Y =46-6+2-4X ~1.3X?

If the origin is shifted backward by three years, the equaﬁon of the parabolic trend will
be

af qe frg W AW Td BY W G ad, @ waeh gt w1 i @ s@m

(1) ¥=27-7-5-4X -1.3x2 2) Y=51.1-5.4X —-1.3X 2

(3) Y=51-1-54X +1.3X2 (4) Y=51.1+5.-4X +1.3X 2

The lowest ASN curve of a sampling plan as compared to any other sampling plan
under similar conditions is considered

{1} better (2) inferior (3) useless (4) None of the above

@WWWWASN%WWﬁMW_WWE@WﬁW

SIGI

(1) sfen (2) "R (3) IR (4) 30w o @ B

3-sigma control limits for the proportion of defective p’, are

(1} UCL=p'+ |3P9 L -p and LCL = p' - [PP4
n n
@ ucL-p+L P9 cp-p and LCL:p’-}-.l/-‘gi
3V n 3V n
(3] UCL =p'+3"ﬂ, CL = p' and LCL =p'-3,/ﬂ
n n

(4) UCL =3p'+ fP_‘?_, CL =3p' and LCL =3p’ - |24
n .

41 (P.T.0.)
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113.

114,

(347)

I® p & vumum & fog 3-fam Framor @ &

{1) UCL = p+’ 3rq ,CL=p @ LCL=p- 3pg

n

@ UCL=p+1 /P9 cL-p surlcL=p -2 P4
: 3V n 3V n

(3) UCL =p'+3‘}ﬂ, CL=p @ LCL = p'-3,[EZ
. n n

(4) UCL=3p' +1} , CL=3p’ i1 LCL =3p' - [£4
n n

In ratio to trend method, the median of the rend free indices for each free period
represents

{1) the seasonal indices (2) cyclic variation

(3} irregular variation (4) regular variation '
s @ gy e #, it wdd gEE f mitm v@F @iy aed ¥ R el w2
(1) e gl S (2) it fasem A

(3) tfafim fmers = 4) Fafm fmem =

For the given five values 15, 24, 18, 33, 42, the three yeafs moving averages are

fd ™ 5 it 15, 24, 18,33,42%%&&?3@&“%%%

(1) 19, 22, 33 2) 19, 25, 31

(3) 19, 30, 31 4) 19, 22, 31

42
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(347)

12P/221/31

In case of multiplicative model,” the sum of seasonal indices is
{1) 100 times the number of seasons

{2) zero

(3} 100

(4) 400

et SR $1 g #, e gEs W 9

(1) wraqi i @@ = 100 T @ =

(3) 100 (4) 400

If the index number of 1990 to the base 1980 is 250, the index number for 1980 to the

base 1990 is

afe 1680 enum W, 1990 4 I T@m 250 8, @ 1980 F gEs e 1990 WHUR W
KUl

(1} 4 (2} 40 (3) 400 (4) 440

The values of gross national product (GNP) and net national product {NNP) follow the
relation

wehd TER 3G (GNP) o @ Tgia I (NNP) % oW fem wrg @ aage #a €7

(I} GNP =NNP (2) GNP<NNP (3) GNP >NNP {4) GNP > NNP

Purchasing power of money is estimated by the formula

(1} Price index x 100 () —_Moneyincome 4,
Consumer price index
100 (4) Price index
Price index 100

43 {P.T.0.)
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119.

120.

121.

122.

(347)

v ) gl () TRe # aeed ——— §F g A 2l
_ - om

(1} & g5 <100 2 soeter g5 g% « 100
100 I o=

The condition for the price indices to satisfy the circular test for four years data is
I guhl % Wr 3 & fiwgl ¥ o i shge # dgp w9 F fou e R

(1) Poy Piz Paz Py =1 (2) Pgy Pyp Pya Pay =1

(3} Py +Pg +Py3 =Pyy (4) Pyg+Py3 +Pyq =1

If the group indices are 80, 120 a.ﬁd 125 and their respective group weights are 60, 20
and 20, the consumer price index is '

afe wg = 80, 120 Mt 125 § o & @ WY WR 60, 20 M 20 F, @ I
L RACRET

(1) 108-33 (2) 97-00 (3} 9849 (4) 49-98

If Laspeyre’s price index is 324 and Paasche’s price index 144, then Fisher’s ideal index
is

% dtaf & e g 324 ol il w1 gew e 144 R, @ e aed g @

(1) 234 (2) 180 (3) 216 (4} 200

If P, and P, are the population at an interval of 10 years, the population just after five
years will be

I 10 a9 & U W e Py R P, |, @ &% 5 o8 w9 sHwe it

1 1711 1
(1} §(P1+P2) (2) 1{P1’<P2 ) 5[}';;*})—2} (4) \/P1+P2
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If P, and P, are the population at two census conducted at an interval of five years,
then formula for the growth rate of population is

aﬁq?—ﬂaq‘féamwmmnﬁammmaﬁﬁmamﬂqépza,a}m@nﬁ
Is X H I @

r= ——-—P2—- r= —P2 -1
(1) _lﬁfﬂ 1 (2) 5ﬁpl
_s/ _iP2 _

The probability of living of a person in the age group x to (x +n) can be obtained by the
formula

w =k ol 38 wE x ¥ (x+n) ¥ ffw @ K mima —— g7 @ I@ R A owwdA 2
Exj_r_g_ [Ix_1x+n] I”x_'!xd-n) L
{ 1} i IX (2] Ix (3) I)C+-P‘F. (4] xX+n

If I, is the number of persons living at the age x and L, the number of persons living in
the mid of x and (x +1) years, then the relation between I, and L, is

1 X
N L =={l +1 2) L ==+1
( ] x _2{x x+1) {] X 2 X
- (3) L,=0 ;4 (4} None of the abdve

X4

afe w5 x W Sy st 6 e 1, 2 el x ot (x+1) A F wm Hfw =fEd B e
L, % @ 1, oL, & e gary dm

1
(1) Lx :5 (zx +Zx+1] (2) Lx

H
M| &
+

X

@) L, =1 , (4) 3T B R F T

X+ —

45 (P.T.0)
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127.

128,

129.

(347)

The death rate of babies under one month is known as

{1} neonatal mortality rate (2) infant mortality rate

{3) maternal mortality rate _ (4) foetal death rate

T B @ TR F o oy @ TR ww d ST St 22
(1) s g g (2) Rypoqeg (3) TGEN [ W (4) AW I K

For M/ M/1/ N queue model, the probability p,, that there are no customer in the
system is '

M/ M/1/ N %R yioam & fee, fem & o 7 @ & WReswar pg aRlt

l-e ,

—_— , gzl l-e n, ezl
N+l = e .
(1) P, ={1l-e : | (2) Pn::jeN+1
N+l ] e:l . 1 H e:l
[ N+1
T+e™* 1, ex1l 1re™™ | ex1
3 P, = e 4) P, = .e;
rog=1 v eg=1
N +1 N +1

If arrival rate is 3 customers/day and service rate is 5 customer/day for M/ M /1
queueing system, the expected number of customer in the system at certain day is

afe M/ M1 R 93 ¥ Tl ¥ AW R w3 Tee sl ok dar 7w 5 uew whiE R, @
@1 7 fwft Pfvaa i@ vl oest & g 2ot

(1) 15 2) 2 @) 3 4y 25

Let L be the expected number. of customer in system and ¢ expected number of busy
servers providing services and Lq the number of customer in a queue. When Lq =0,
then

a9 3 enfi| OmeRl o g@n L, o o yenfim R 891 WeE R 98 e e
o war # uwewl i dew L, B W L, =0, @

(1) Ly<e (2 Lg>c (3) Ly =c (4) Ls:%

46



130.

131.
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The passenger and the train in queueing system are

(1) customer and server (2) server and customer
(3) both server (4) both customer

It o Yo o o ¥ §

(1) TTew ol Qarewm (2) qurgrEn R TTEH

(3) aH FFRE (4) QT TEF

In some simplex table of minimization l.p.p., the column corresponding to a variable x j

is {2,-10, —-3}T. The z; -¢; is most positive. Then

(1) the solution is unbounded

(2) the solution is bounded

(3} the solution may be bounded or unbounded

(4] None of the above

zTaweE Lpp. B Bl Recm afvR # W ok, ¥ 8w @ (2-1,0,-3) Bz, -¢;
s o T R, A

(1) B @G 8 : 2) ™ wg
(3) ¥ qg T g wOl (4) IR® A F S T

The optimal basis of primal consists of variable x; and x,. The costs of these are 3 and
0 and the corresponding columns are (3,2)7 and (0, -1)7.. Then the optimal solution

{Y},Y,) of dual is
AT (W) ¥ SEA SR ¥ W x, AR x, B IR Fy@ 3 3k 0w wma ww (3, 2)
(o, -1)7 @ el & otigaw ¥ (v, Y,) @M

(1) {3,0) (2) (1,0) (3) (1,2) (4) (0,0)

47 (P.T.0.)
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133. Given
Mlﬂ _3)51 -*2x2

subject to

The optimal solution is

(1) %, =10, x, =11

(3] x, =0, x, =-1

feam @
=9 -3x; —2x,
L)
ST EEH B

(1] x}_ -_—10, XQ :_11

(3} Xl :0, .?C2 '—71"'1

xi—x3 21 y
-3x) +2x49 2 -2, Y,

x; 20, x, unrestricted in sign

2) x;=1 x5=2

(4) x =xg =-1

Xy -Xq 21 1y
-3x) +2%x5 2 -2, Y,
x, 20, x, @A =g

2) x, =1 x5 =2

(@) x =x; =~

134. The component useful for long-term forecasting is

{1} trend 2)

seasonal {3) cyclical

FdFfers (@ & fag 3ugrt e R

(1) w3 (2 ol (3) =R

(347)

48

{4} irregular

(4) if=fm
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135. The component useful for short-term forecasting is

(1} cyclical (2) trend (3) seasonal (4) irregular
e qaig % R e s 2
(1) W (2) st (3) e (4) wfafm
136. The missing value for the following data
o il
X 5 10 15 20
y 2 5 ? 8

by the binomial expansion method is
* fo Rwe waror Ry g, 9w AW @
(1 7 (2) -7 3 3 (4) 25/3

137. H y=f(x) and the values of f(x} for given x are f(1)=14, f(2)=12, f(5}=6 and
FiB)=21, then fF(7)is

W oy=fix) 3 x F R fo) F AW E F1)=14, £(2) =12, F(5) =6 s f(8)=21, @
f7) Fm | |

(1 2 (2) 12 (3) -8 (4} 10

138. I AY, is constant, then Y, may be

(1) constant (2) at equal intervals
(3} Both (1) and (2) (4) None of the above
akk aY, st &, @ v, 9w

(1) == {(2)-HHE AR W

@ (1) 3 (2) 2R (4) 3w F & Tl

(347) 49. (PT0))
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139. The relationship between u of Stirling’s formula and v in Bessel's formula for
interpolation is

FATT ¥ g wifs @1 % u 3R 39w 4 & v F 9 Ty ]

- . —y-t .
(1) u=v+1 (2) u=v-1 3) u=v 5 (4] u v+2

149. If the temperature of three dates of June, 1994 were as follows
afk 5, 1994 H &7 arldidl N A FF W THER OO ¢

Dates 1 10 25
arra

Temp (°C) 33 38 46
amqr (°C)

The estimated temperature for 20th June, 1994 by'di_vided difference mc_thod'is
@ wm arR 3R @ 20 S, 1994 F ARBAA GEHH AW
(1) 4337 (2) 4237 (3) 43-73 4 390

141. Relation between V, A and E is

(1) V+E=E+V=A+E 2 LE.E
E V A
(3) VE=EV=A (4) None of the above
ﬁ;A SR E ¥ = werg 2
(1) V+E=E+V=A+E " 2 YL B
E V A
(3) VE=EV=A [4) Indw d ¥ w0

142, If f(x)=x", then f{x,, x,,1) is a homogeneous exptession in x,, x,,, of degree
TR Flx)=x", A (X, Xpprh Xy, Xppp B BIR B CH UHGAN S, BT
(1) n (2} n-1 3) n-2 4} n=3

(347) 50
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Given  yq, Y1, Y2, Y3  corresponding to values xg, X, Xo, x3 for function
¥ = flx). a< x < b. Let f(x)is a polynomial of degree 3. Then by Simpson'’s three-eight

5 :
rule J= L flx}dx is

]
(1) =S hiyo+3y; +3yz +ua) 2) J=hiyo +4y1 +y;)
(3) Jz%h[Qyo +4y; +2y4] (4) None of the above

fem 2 Xq, X1, X3, X3 F §I0 SHEd y=fi{x}, asx<h F o+ Yo. Y5 Y2, Y g a7 &
f(x}@airfésma@a%,aﬁw%a‘h—m%#J:ﬁﬁx}dxw

3 1
(1) J=§hlyo+391+392 +Y3] {2} J‘—’Ehiyo +4y, +y,]

31 =3 h[2y0 +4y; + 2] (4) S A A A

The value of A™{ax"™ +bx""! +¢} is
A" (ax™ +bx™ ! 4 o) W AM wW

(1) n! (2) an! (3) (n-1}1 (4} b{n-1)!

If the observed values of x and function u, are

X 2 & 8 g
U, 198 150 102 93

The interpolating function u, 1s

(1) x°-4x? +80x+102 (2) x3 -18x? +80x +294

31 x> -18x? +80x+102 {4] None of the above

51 (P.T.0.)
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afe x 3 u;, % e g €

x 2 6 8 9

u 198 150 102 93

X
M HANE B w, B
(1) x> -4x2 +80x+102 (2) x> -18x? +80x +294

3) x> -18x2 +80x+102 4) IR 2 & T

In Picard’s method, given initial value problem

d .
y~=ag=f1my1WﬁhyLmﬂ=yo

nth approximation is
X . X

(1 go =yo+ [ flx xq)dx (@} Yo =yo+ [ flxyd
k) X

3) Yo =yo+ J:: flx y,-1)dx {4) None of the above
U .

fred fofr |, &t ™ it yw wwen

, _d .
y' == = fix y) with y(xo) = yo
# nal gfgwe 9w B
(W) yn =yo+ [ _flx xq)dx (2 Yn =yo+ | flxy)dx
@) Yn =Yo+ [ f16 Yoo} dx () 39w & @ P

52
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Parabolic method of estimation is good for
{1} interpolation

(2) extrapolation

(3} interpolation as well as extrapolation

{4} None of the above

s wEehy e o=t B, —— & R
(1) FEYE (2) s
(3) AR TY-| FgATH {4)3qﬂ?ﬁﬁﬁﬂﬁ§=l€f.

Degree of freedom for chi-square in case of contingency table of order (4x3) is
(4x3) & R arem wfeem § FE-af & foe wd S af

) 12 (2) 9 3) 8 4) 6

A random sample {X,, X5, X3) is drawn from U(0,8). Let T = 83X, +2X +aXs s

given to be unbiased for 8, then the value of ais

U(0.0) B (X), X X5) T Tigow shedl 31 7w & fr 725172520085 ap g 5
RA wfme wwes @, @ o = oA AW |

(1 1 (2} S (3) O (4) 2

H the characteristic function of a discrete random variable X is {% +§ e“}; i;ﬁ,

then X is a
{1} Bernoulli variate (2) Poisson variate
3} normal variate {4) negative binomial variate

53 (P.T.0.)
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uﬁwmw%amxwmﬁawm{é%e“}; i=J-1 8, @ X &

(1) watelt fyem 2 (2) wta fam ¥
(3) wEmrg freR 2 (4) was fug R R

%* %k

54 D/2(347)—400



Aot & feg fadw

(39 YR % TYH WERW-T8 W a0 IW-TF & S I8 W had Hel o wel a-mne W d 6 o)

-t
.

10.

11.

12.

13.

14.

W g Bem $ 10 e & et @ A R ovrm  wt gm odlgg d e WY oww
g 4 8| gfaw dvgw T8 WR W @A O dohe w@-tlEE s qet @ seed @
Tl gfee yw o= A |

e wam ¥ e WET mRw-yR & ofdfts, fean @ wR W Wi gen s Wy A 7 el

-3 ofem @ fem v ¥ 5@ 7 @ WE ok 7 & fFa #/ gww IO-v7 T fowr wrdm Faer Iw-
77 w1 & qodiad fHgr o

AU STIHHIF qel I-UF w FHE FoT oarw-yE W 97 § fruife wm wm ferd)

I-TA F RYH T8 W F AT egmas Fife wm W ol ww =R R g | e WS
IE-E FEvEE @ g% WU W eaie a9 92 W Tt sfaw s W) fed)

e e FRo T W IHEAF TEN, FA-IfEE e 3 ] e (AR W ) qO vE-IEw W
FEAlw o ol aflo W ¥ T Fo W il A s A agafa & &

Sefw wiaet § W% off e ww s g i @ =ifed s 9w ergfee e @ wEm
T A

TE-gfEw ¥ T T ¥ SR datew Sw Y ™ ¥ sew ger & dwfovs IO 3 9 avel Iw-
77 ¥ Tty 95 & @E B9 79 g9 @ SW-97 ¥ 999 B W 37 73 e & SgeR 97 @ wer
T §

TOF U ¥ IR F B ow o W g9 ® @ w1 TE J afuw gdl # ome R W HAYF TE
a9 W YW W W 9% I e HHAl SR

v ¥ R TF AR W g SifRd SR Ween T8 W wEl #) afg oMy fedl v @ g 78 0 TEa
g @ wehvg dfe % g A T Wi g9 W wel o9 3 3@ v W siw @ wE

@ wd ¥ fod we-gfE F qEys ¥ oy ae) g8 aw sifan 9B wd )
oder & SUTT FEA oTHoHNe TOR-YA QW wad H W w |
wden wam BN A TEel wlen Wed ¥ W W Sgfa T8 g

ofs F¢ araeff when § agfaw wudE @ W W ¥, @ 9 favafraew g Fetfa €8 @,
BT/R |
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