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13P/221/6
No. of Questions /w1 & ¥ : 150
Time /&% : 2'2 Hours/qw Full Marks/quif® : 450

Note/stz: (1} Attempt as many questions as you can. Each question carries 3 marks. One
mark will be deducted for each incorrect answer. Zero mark will be awarded
for each unattempted question.

ﬁwﬁmwﬁaﬁwaﬁwm#mﬁmma%m%wﬁmmm#
fore o i T Imem | TAE owia I@ T NHH g7 dm

(2} If more than one alternative answers seem to be approximate to the correct
answer, choose the closest one.

R T defcw I T W ¥ frwe vl &, A freeam wd 3w 3

1. The mid-peoint of a class is obtained by
(1) adding upper and lower limits
(2} deducting lower limit from upper limit
(3} dividing the difference of upper and lower limits by 2

Wing the sum of upper and lower limits by 2

(316) 1 (P.T.0.)
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fef =t = ma-fag, wo famm s 2
(1) f= R 3= dmisit #t Sz @
2 f= @ A 3= d A R W
(3) 3= o fra daisit F s A A W W W
4 T fmdoi FamRNRIIm A w

2. An ogive can be used to locate geometrically the value of
(1) median (2) mean
{3) mode (4) standard deviation
AT F I i = A Fm W o am R fen W g 2

(1) wfeys (2) wreq (3) =ETH (4) W f=as

1

3. Data are generally obtained from
(1) primary sources
(2) secondary sources
(3) both primary and secondary sources
(4} None of these

e ate wm Re s 3§
(1) wafs g | (2) fefes wral @
(3) wrafts TE fidtms 2 @it A (4) ¥ A = &

4. The sum of 10 values is 100 and the sum of their squares is 1090. Then the coefficient
of variation will be equal to :

(1) 10 percent (2} 50 percent (3) 30 percent (4) 20 percent

(316) | 2



(316)

13P/221/6

e 10 weaslt & A 100 R R I U & AN 1090 B @ FF fwww s @@ W
gm

(1) 10 wfeea (2) 50 Wi (3) 30 wha (4) 20 @

The geometric mean of 2, 4, 16 and 32 is

2, 4, 16 3T 32 F TUiR Wy R
(1) 4 (2) 8 3) 6 4) 9
For any set of n positive numbers, Arithmetic Mean (AM) and Root Mean Square (RMS)

hold the relation

f# n wrems demel % wiR ¥ fow, IR W (AM) i T S—— (RMS) ¥ w&n
Lt

(1) RMS =constant (2) AM =0
M RMS
(3) RMS = AM (4) RMS < AM

I p) =2 p) =8 pY =45, then p, is equal to
a0 g =2 uh =8 py =45, @ py = AR 0

(1) 45 (2) 32 (3) 16 4 13

If By and B, are the Pearson’s coefficients of skewness and kurtosis respéctively, then

afg B, R B, ¥ frymw w wEE@ & fads & qoiw § @
(1} Bz =B +1 (2) B2>B+1 (3) By<py+1 4) (Ba-B+1)>0

3 (P.T.0.)
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9.’

10.

11.

(316)

If a constant m is added to every value of variable in a series, then which one of the
following will change?

{1) Coefficient of variation 2) B

(3) B> {4) (Mean - Mode)/Standard deviation

aﬁmﬂwﬁw%mmﬁ@wmmmﬁmw&,?ﬁﬂw%ﬁaﬂﬁﬁmﬂm
whafda @m?

(1) fomrm 7om (2) By
(3) Ba (4) (M — qgas) /o faem

The standard deviation of the following data
frm artwgt

Class 0-10 1020 20-30 30-40
f

Frequency 1 3 4 2

is
# A femeT R

(1) 81 (2} 76 3) 9 (4) 226

If the correlation coefficient between X and Y is 0'6, then the correlation coefficient
between 2X +7 and 21-4Y will be

?n‘axaﬁw%aﬁawuﬂﬁmo-aé,?hzxwaﬂzzl—w%mmmmam
(1) +1 (2) -1 (3) 06 (4) ~0-6
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12. I the regression coefficient of X on Y, the correlation coefficient between X and ¥ and

variance of Y are %,g and 16 respectively, what is the variance of X ?

ﬁwmxmyﬁw,xmytmwmwytmm:

gg_o,gaﬂzleﬁ,aaxmrmma‘m?

{1} 16 (2) 9 (3) 4 {4) 3

13. Two regression lines are

A THI @R

2X -Y+1=0
3X -2Y +7 =0

then the correlation coefficient between X and Y is
A X any ¥ gewery QUi B

 -¥3 @ -2 3)

2 N5

w1

{4

AW

14. For the following data

e afegt & fag

X -3 -2 -1 0 1 2
Y 9 4 1 0 1 4 9

the value of the correlation coefficient is

FEGREY TE H AW R

(1) 0 @) -1 (3) é @ 1

(316) 5 (P.T.0.)
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15.

16,

17,

18,

19,

(316)

Two regression lines are coincident, if

] T Wad ward dnd f, af

(1) r=0 (2) r=21 @ r=1 @ r--

1
2 2
where r represents the correlation coefficient.

W& r wEEwEY e F ogudar 2

The range of a partial correlation coefficient is

(1] -m to w (2) Cto 1 {3 -1to 1 (4) O to w
T ARF FEEmEY U O a2

(1) ~0 ¥ (2) 0® 1 @ -13 1 4 08 =

Given s =0'6, na =0.5 and Taa =0'8, the valuite of in.a is
ﬁ‘!n % ri2 20'6, r13 :OS 3ﬁ-{ r23 =O'8, ﬁ r12-3 Bl AH B’l"’ﬂ

(1) 047 (2} 072 (3) 040 (4) 0-38

If the sum of squares of the differences between 10 ranks of two series is 33, then the
rank correlation coefficient is

E&a%ﬁﬁaﬁ1oﬁw%m%m%mﬁmm33&?ﬁﬁﬁmmm@m

(1) 080 (2) 067 3) 0967 4) 0725

Iif N =250, (AB) =70, (A) =80, (B) =100, then the correct statement from the following is

(1) The data is consistent
(2) The data is not consistent
(3) Attributes A and B are independent

{4) Attributes A and B are negatively associated

6



20.

21.

22.

23.
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af N =250, (AB)=70,(A)=80,(B)=100 &, @ fr # & g &ua 2
(1) ottwgt # aniees ¥ 2) gt § amaw 98 B
(3) T A @M B WA & (4) T A 7N B § Fomork wwed R

In case of two attributes A and B if (A) =20, (B) =30, N =100, then to have positive
association between A and B the frequency of the class AB will be

d i A B ¥ fywy 3R (4)=20,(B)=30, N =100 }, @ A 3R B § s g
¥ fow 31 AB + aromwa g

{1) 0<{AB)<#b6 (2) (AB)=0 (3) (AB)>6 (4) (AB)=6

When there is a perfect positive association between two attribiites, then the Yule's
coefficient of association Q would be

(1) zero @ 1 (3) -1 (4) -0-85
o @ i % we o aers W @, @ g9 # dEd e Q @
(1) = 2) 1 3) -1 (4) -0-85

To fit a curve ¥ = ab”® by the method of least squares, the linear equation is
=en @t @t U 9% Y =apX # amem w0 F T Yaw wie R
(1) y=loga+xlogbh (2) y=a+blogx

(3} logy=loga+blog x {4) logy=loga+xlogb

Which function defines a probability space on 8 =(E,, E,, E5)?
S =(Ey, E,, E;) 9 ®W9-a1 $em wiemm aufe Ft dfonfa s 27

1 1 1 2 1
(1) P(E) =7, P(B2)=2, P(Eg)= @) P(E1)=§,P(E2)=—§.P(E31=§

2
1 2 1 L2 1
(3) P(E1)=0,P(Ezl=§.P(Eal=§ (4) P(EI)=§’P(-82)=§rP(E3):Z

7 (P.T.0.)
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24. The probability of all possible outcomes of a random experiment is always equal to

(1) infinity (2) zero (3) one {4) None of these
@ s W % el gonfim ofondt § sl wda s @ 2
(1) = (2) I3 @) & (4 w0 ¥ F§ T8

25. If P(AuB):ﬁ and P(A)=~1—, then
7fg P[AuB)_- a9 P(A]H un, W

(1) P(B)z% (2) P(B)zg (3) P{B]a% 4) P(B)2

~Ww

26, If P[A|B)=—;- and P(Bm):l, then D1A4) 4 equal to

P(B)

1 P(A|B) = H?!TP(BIA) lt?r ang;wmm
4 4 3 ]
(1) 5 (2) Y (3) 2 (4) £

27. GivenP[A]=0-6,P{Bl=k.P(AmB|=0-12,thenAandBwi]lbeindependentifkis
e 2 P(A)=0-6,P(B)=k P(AnB)=0-12, M A it B wax % TR k & 70 &
(1) 05 (2) 03 (3) 02 (4) 06

28. IfP[AuB)_g ,P(ANB)= 5amcl P(B) ==, then P(A) is
uﬁ:P{AuB)=g,P(AmB)=5avnP(B)=5‘@r,fi’rP(A)amma;?rrn

1 I 1 2
S (2) 3 (3) 5 (4) 3

(316) 8



29.

30.

31.

(316}
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Given that P(A)zl,P[B)=l,P(A|B)=61, the probability, P(B|A) is equal to
e 2 f& P(A)—— P(B)=2 P(AlB)_-- T Wl P{BlA) U= B

1 15 S 15

il fahad 3) 2 4y -2

{1) {2) T (3) Te (4 23
If By, B,,--, B, are mutually disjoint events with P(B;)#0, (i=12 -, n ), then for any

arbitrary event A which is a subset of U B, such that P(A)>0, then P(B,|A) is
i=1

E‘FI"BIBz,-- B, TR sad weAd ¥, wel P(B;) 20, (i=12 .. ), @ R oww oA ¥
fou s UB F I W 9 R 5 P(4)>0, @ P(B,| A) Bt

S P8y P(A) 3 P(B)P(A|B,)
inl i=1

@ - P(B;} P(A) () P(B,)P(A|B,)
Y P(B,) P(A| B;) S P(B)P(A)
=1 i=1

For three events A B,C we know that P(A,)—— P(B)—— and P(C)-§ The events

A, B, C are independent. The probability that at Ieast one of the three events will occur
is

#7 gt A,Bc&;f%mmmaﬁﬁpm)_— P[B}—aQEIP(C‘)-— mriA,Bc
e 3, a’rm%-mqa:w%ﬂﬁaaﬁaﬁrmﬁmmm

8 3 7 1
(1) S (2) 7 (3} 5 : {4) 3

9 (P.T.0.)
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32.

33.

34.

35.

{318)

If X and Y are two random variables, then

a® x ey @ ufeew = €, @

(1) EYXY)?) 2E(X?)E(Y?) (2) E{XYY*} =E(XYE(Y?

(3) E{XY)?} =]E{XY)]? (4) E{XY)*} <E(X?)E({Y?)

If F(x) is the distribution function of the random variable X, then

2R Fix) Tefrs = X @ 9w w9 R, @

(1) ~1sF(x)sl (2 O<P(x)<w 3) 0<F(x)sl (4) 0-55F{x)<l

Let X be a random variable with the following probability distribution
o B X e angress = R, fwa i sz B @

x -3 6 9
PiX=x) 1 1 1
6 2
Then the value of E(X) is
A E(X) & " W
1 6 2) -3 @ > @

If F(x) is the distribution function of the random variable X, then lim F(x)is

aﬁF(x)a@%mmxmmW%,?h lim F{x) ® ¥F &M
(n 1 (2) O (3) -1 (4) -
10



36.

37.

38.

(316)
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Two random variables X and Y with joint probability density function f(x, y} and
marginal probability density functions f{x) and g(y) respectively are said to be
stochastically independent iff

XaﬂIYﬁmgf%ﬁﬂgﬁﬁmﬁgiﬁuﬁﬁﬂWWﬂx,ylﬁaﬂlmmﬁmm
WW:f(x)ﬁmg(y}ﬁlﬁxaﬂtYmmﬁﬁ,ﬂﬁmﬂﬁ

() flx, y)=fx} 2) fix,y)=gy)

3) fixy)=filx}/ fly) 4) fix, ¥)=f(x) gly)
If f(x)is the probability density function of a continuous random variable X, where
X e[@ b]. Then the rth moment about mean {n) is

::f?:t{a:mmq%ﬂﬁatXwmﬁaﬁmmwﬂx}%,ﬁrﬁxqmb],am[p)%
oy o el B

X= =b
W 70w fixde @ 3 (x-p) flx)
@ [ (e dx @ [ e i) dx

1If X and Y are independent random variables, then VIXY)/{(E(X )? (E(Y))*} becomes

o X @Ry wmds W E @ V(XYYUEX ) (EY)®) @ ECu)

(1) ¢2¢2+Ch (2) c2+Cl
(3) c2cl+C] (4) C2CZ+C;+Cy
where (&) C, = V&) and (3} C :“V(Y).

E(X) Y E(Y)

11 (P.T.0.}
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39. The joint probability density function of a two-dimensional random variable (X, Y)is

given by
2, O<x<1, O<y< x
X, Y= .
S1% y) {0, otherwise

The conditional probability density function of ¥ given X =x is
(1) Siylx)=2, 0<x<1 (2) flylx)=2x, O<x<1

x

1

(3} .f{y!xlzy—;l. O<y<l 4 flylx)=x, O<y<x

T ffm awgfE = (X, Y) B oage wRew v v B R

]2, O0<x<1, O<y<x
f({c,y)—{O’
X=x%f3 & my = uxhey vRwa wm wem an
(1) f[ylx]=l. O<x<1 @) flylx)=2x, O<x<1
X
@) f(y|x)=§f—l, O<y<1 @) flylx)=x, O<y<x
40, If

2, O<x;< o, O<xy<w
, elsewhere

Flxy, x) ={“" 0

is the joint probability density function of the random variables X 1 and X,, then
E(e"" X1+ X2l s given by

1
(1) (1-1)?, where t< 1 (2) (1-t) 2, where t<1
(3) (1-1)"!, where t<1 (4} (1-t)" 2, where t<1

(316) 12



41,

42,

43‘
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af WX, o X, 1wy e s o B 2

» O<xy<w, O<xycam

flxg, x2)={e' 0 2

, 4T
@ E(eM X)) g um @
. 1
(1) (1-1)?, o= t<1 2) (1-1) 2, 7&f t<1
(3) (1-2)7! W& t<1 @ {1-1)"2 =& 1<1

If X and Y are independent random variables, then V(aX +bY) is
M X sy wag m &, Q@ V(aX +bY) # 5@ 8m

(1) @®V(X)+b3V(¥)+2abcov(X,Y) {2) aV(X)+bV(Y)

(3) a*V{X)+b2V(Y) (4) a®V(X}+b?

where V (s} represents the variance of (s).

Tl V (o), (o) T v sweffa w2

If a is any constant, then the value of E(a")is
ﬂﬁa@?ﬁ?,?ﬁﬁ?(a")?ﬂm@’ﬂ

(1) 1 2) " (3) 0 (4) na
If the joint probability density function of X and Y is

Sl y)=1(3-x-y), 0sx<1, O<ys1
= 0 R elsewhere

Then the marginal density function of Y is

5
(1 f[y)=%[5—y} Osysl ) f(y)=%(y-g} 0syst
(B) fly)=(3-y)2, 0<yx1 (4) fly)=3/2, 0syx<1

13 (P.T.0.)
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45,

(316)

o x ol Y & §gw Wiksd T GOd 2

flx,y)=L(3-x-y), D<xgl, 0gyx<l

-0 , ST

R Y F IJ@ TR G BN

. 1 '5_ 1 __5_\ <
(1) f(y)——é[;j y], Osysl 2) f(ylng[y o) o<y
@) fly)=(3-y)f2, 0sy<] @) fly)=3/2, O<y<l

If X and Y are independent Poisson variables, then the conditional distribution of X
given X +Y, is

(1) Poisson (2} binomial (3) multinomial (4) geometric
afs x @ y smba @@ d, @ X 47 % A A m X @ wfew d@
(1) (2) faug (3) % (4) TR

Let the two independent random variables X; and X, have the same geometric
distribution. Then the conditional distribution of X, given that X, + X, is

(1) geometric (2) negative binomial
{3} uniform (4} binomial

ar B @ ornfim aEfww W X, @ X, W ohE T FE ¥ X, + X, $ R W
X, 1 'xfaery ® B

(1) orFR (2) e fgoR (3) TFEEH (4) fwg

If X is uniformly distributed with mean 1 and variance 4/3, then P(X <0)is
Af mes 1 TET TGO 4/3 9@ X 1 §es wheWH R, @ P(X <0} F oum fe @m

() 2 )

3
5 G 3 (4]

| =

4

14
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47. Let X be normally N(y c?) distributed, then the probability density function of

48.

49.

(316)

I[X —}1]2 .
E o 1S
(1) normal N(0,1)

(2) Gamma distribution with parameter %

(3) Gamma distribution with parameter 1

(4) None of these

2
wféxmézqmmwmc%z‘r,a’t%(x‘“} w1 WR&M e s i am

o

1

(1) &= N (0, 1) (2) wEE E.amm Cre|

(3) W@ 1 9@ T sz @) ¥ & =

If the rth moment about origin of a distribution is
R A F oqeley F ale st ol R

. _Tlvar)
" I'v

then the characteristic function of the distribution is

@ a7 W fhesn wew e

(1) (1-it)™ (2) (1-it)* (3) (1~it)"!

The distribution whose variance is twice its mean is

(1) binomial (2) Poisson (3) Chi-square

15

(4) (1+1)"

(4) geometric

(P.T.0)
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wed fowan yowm 3o ma @ g R, fefafaa @
(1) T (2) e (3) wrd-at (4) ToNR
50. For an exponential distribution with probability density function
= —E -x‘IQ . > 0
f{x} 2e ;X2

its mean and variance are

@ mF g Oy g

i 1 1 1)
3 4 2 - 3) | == 4) | =,2
1 (24) @ (2] ® (53] @ (5.2]
51. For r =1, negative binomial distribution, nb(x; r, p) becomes
{1} binomial distribution (2) geometric. distribution

(3) hypergeometric distribution (4) Poisson distribution

r=1% foy mwmns fRwr €27, nb(x;r, p) & S R

(1) foog @A (2) e e
(3) TuEmRfyE de (4) @@ g

52. If X and Y are independent Gamma variates with parameters m and n respectively,
then the distribution of 5:7 is
(1) Beta distribution of first kind (m, n)
(2) F-distribution with {m, n) degrees of freedom
(3) Beta distribution of second kind (m, n)

(4) Gamma distribution {m + n)

(316) 16



33.

54.

33.

(316)

uﬁ,xmyﬁm-mmémmm:mmnﬁ,aﬁémm@m

(1) w9 THR # At 921 (m, n) (2) (m, n) FRT aw&n F-F=

(3) T v @ da @@ (m, n) (4) T qH (m+ n)

13P/221/6

A random variable X has mean 3 and variance 2. Then the upper bound for

P{|X -3|22} is

qmangﬁ%rm'atxwmmsammz%,?hp{m~3|22}aﬁ}trgm#rmaﬁ?ﬁ

3 1 1
(1} 1 (2) ” 3) 2 4 >

Let X be a random variable with probability generating function P(s). Then the

probability generating function of {X +1) is

T X O wgfe Wt S o i s P(s) 2R (X +1) e w9 Som

B

(1} s-P(s) (2) P(s) (3) 1+P(s) @) [P(s))®

The moment generating function of a random variable X is
OF Agfos W X @ e swe o 2
Mx-(t)=§+%ez‘ +1—45—e3'
The value of E(X) is
A E(X) # a9 }

11 17 9 22
1} = 2) == 3) 2 =£
< @ < B - ® I

17

(P.T.0.)
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56. If a distribution has moment generating function My(t)=(2-€')"3, then the

distribution is

{1) negative binomial distribution {2) binomial distribution
{3) hypergeometric distribution (4) geometric distribution
ufe UH WA W A THE W My (t)=(2-€)"? B, @ w1 dm

(1) wwmas Gz s (2) fgug srem

(3) FRESEMIIE s (4) 7oA =

87. The first central moment of the uniform distribution

1
f(x]:{%’ -—a< x<a

0 » otherwise
is

(1) 1 (2) O (3) 2a 4) af2
THIHH a3
i' ~A< X< A
fix}=<2a
0. 3
1 WM g e R
(1) 1 2) O (3) 2a 4) a/f2

58. Let (X,Y) follow a bivariate normal distribution with parameters (0,0, 1, 1, p). Then the
correlation coefficient between X2 and Y2 is equal to

o R (X,Y) @ s et (0,0, L p) ¥en wE fre g @z R, @ X2 e v? &
H9 qeweRa OE &
() 1 (2) -1 (3) p? 4) p

(316) 18
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60.

61.

62.

(316

“then the distribution of X +¥ is

13P/221/6

Let (X, Y) follow a bivariate normal distribution with parameters (i, u,, 67,63, p). The
value of E(Y | X = x) will be

A& (X, Y) A IS (g, pg, 0F, 03, p) T @ G v dew R, R E(Y | X = x)
F1 9H A

(1) py+p —Liy—ps) (2) pa-p2(x-p)
Oy o

(3} py-p 2L(y-po) (4) po+p 22(x—py)
g, Oy

If two independent random variables X and Y are distributed as 3[4, %) and B[S, l),

3

'q’rmaa@f%maﬁxaﬂtywﬁﬁms(4,%]ams(a%]%,a}xwwaiz:{@m

(1) B[‘A%J (2) B[&%) @) 8(4,%) (4) B(L %}

Bias of an estimator can be
{1) positive {2) negative

(3) either positive or negative {4} always zero

T IEGH F ARMG (bias) B @Hm R
(1) wAtcHa (2) =MeH
(3) W WA G A R (4) W3 =

Standard error of an estimator ¢ is

Th e ¢ f 9w JiE Qe R
(1) v 2) JVio 3 L @ —L

19 (P.T.0.)
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63. Llet xy, xy, -, x, be a random sample from a normal population with mean p and
variance ¢*. Then

T xxp, L x, T aEReE Wil @ woera @l R e L oam v o? 2, @
fam ™ 21 @

. o’ - 2 - poo? . TR

(1) x~N@p—} 2) ¥~ N(nwo?) (3 x~N-ﬂ_ﬂ] H)x~Nlﬂc ]

n non y

-1 ¢
where (7e) x:};z;c,-.

64. The standard error of observed sample proportion for large samples is

geq e & R srcifea sheet sgoa ) aes g @

y 2 @ 2 @ dFQ @ 2
n vn n n

where notations have their usual meanings.

T8 Akhdid % amra ad ¥

65. Let x,, xy, -, x, be a random sample from a normal population with mean p and

2
variance o?. Then the distribution of i (u] is
o

i=1
(1) chi-square with n degrees of freedom
(2) chi-square with (n -1) degrees of freedom

(3} standard normal distribution

(4) standard binomial distribution

(3186) 20



66.

67.

68.

(316)

L fE owe oy W@ owamr o2

Xy, Xg,, X, &, A 2("“' _“)u Al ro i an
io1

(o7

(1) n @@ Hifea aen = -t (2)
(3) "EF wamR W (4)
The hypothesis under test is a/an

(1) simple hypothesis (2)
(3) alternative hypothesis (4)
Tlen ¥ Ferta oRwewn B

(1) w& wfweat () g7 dawwm ()

Level of significance is the probability of

(1) type ! error (2)
(3) not committing error (4)
aefEm @ B w2

(1) wuq g 6 3R ()
¥ 3w & (4)

A test based on a test statistic is classified
{1} Bayes test 2)

(3) non-randomised test (4)

21

13P/221/6

mﬁ@wwﬁ%qumw%ﬁm

(n -1} W FE awen we-ad

oaE v e

null hypothesis

None of these

I SR (4) @ B T

type II error

None of the above

fafa wem & 3R
% & A W A

as
sequential test

randomised test

{P.T.0.)
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ghe wheri ™ saka oF whew A vfaw % eg § wfiga R e R

(1) a9 qham (2) Hifas e
(3) Aa-teures wham (4) tgmrEse e

69. In confidence interval P[t, 20 <ty]=(1-a), (1-a)is called
(1) level of significance (2) type 1 error
(3) type Il error {4) confidence coefficient
frvarrema ST Pt <0 <tyl=(1-a) ¥ (1-o) # F&d B
(1) = @ (2) v vam i FR
(@3 fedfa won A 3R (4) forwmern ons
70. i the probability density function of a random variable X is
afy agfes | X W WM THa GoH §
Flx:8)=0e%, Ocxcew
then the central 95% confidence limits for large sample size n, for 6 are

A n oam ¥ geq Weed ¥ fe Fw 95% faverem dard o % fau Fvh

U)[liljgf] (2)[11i§?}£ (3) [11%3%} (41{1t NS ]

»
4]
oo
=l

71. In usual notations, for testing o} =03, the F-statistic is

amr G &, o2 =03 ¥ whaw kg F-ts dvm #

sf S% s2 Si2 +82
2 2 3 2 2 2. o2 2.2
(1) —5. 81 >53 (2) —, 57 <83 (3) =%, 57 >s3 (4) ——— S >$2
S5 S5 LS Sy -85

(316) 22
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72. Degrees of freedom for chi-square in case of contingency table of order {4x3) are
t{aa{qxs}wm&asré-aﬁ%ﬁmmﬁﬁzﬁ@?ﬁ%

(1y 12 (2) 9 3) 11 4) 6

73. ttest can be used only when the sample has been taken from
(1) exponential population (2) geometric population
{3) normal population (4} Poisson population
t—wﬁmmﬁmwm%mﬁsuﬁzﬁﬁnﬁﬁwwﬁ
(1) amaieﬁmﬁ. (2) VIRR gafy (3) S Ty {4) @mE Fufy

74. The significance of an observed saniple correlation coefficient can be tested by
(1) F-test (2) t-test (3) 1 2-test {(4) None of these
aﬁmmumaﬁraﬁquﬂmﬁ;mmm%

(1) F-vlaw gry (2} t-vdew zm @) -z (4) w3 ¢ g

75. Let xg be a y *-variate with n degrees of freedom. Then the value of Efy,) is

Wﬁxﬁ,nmmm%xg (E‘I’é—aﬁ)mﬁ,ﬁE(xn]ﬂmﬁm

) (Fin+1)/2)42 @ (L(n+1)/2)
ri JS2rh
2 2
r?
(3) ——2

@) V2 r( 35”3}

I‘(n 4-1]
2

(316) 23 (P.T.0,)
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76. Range of the variance ratio F is
(1} Otol {2} O tow (3) ~1tol (4} -= lo®
T ST F o R

(1) 0¥ 1 @) 0¥ (3 -18 1 4) -o 8 =

777. For two independent normal population N {j, 0 %yand N [pq. o 4} with unknown o2, the
test statistic for testing Ho My =Kz based on small samples with usual notation is
s o2 W QT WA e Nipy,02) @ N(ng,07) F fom o yhwewt @ enuitE
HO:M:pz%qﬂw%@Wﬁa—ﬁﬁ%mqﬁmmﬁ%

(1) t=——x1%x—2~—1— @) t=— 22
a2 '~+—- 2Ll
13y t= X2 (4} t= X1 =Xz ny<n,

n 1 n 3 na _
52 =—————{§f (5 ~F)? + 3 (xa, —xﬂ
i=1l Jj=1

(ny +ng -2)

78. 1l all frequencies of classes are same, the value of chi-square (x”) is
uﬁurﬁwﬁﬁmﬁm&ﬂﬁmﬁ,ﬁm-ﬁ’f (x2) % =W g

() = 2) 05 3] 1 {4) 0

(316} 24
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For the following probability density function
fe R e wem % fo

fix;8)=[n{l+(x-8)%}7}]; ~c<x<m
—w<Becmn

The Cramer-Rao lower bound of the variance of an unbiased estimator of § is

G%mﬁqﬂm%mm%mumm%ﬁm

g2 2

2 @ & @ @ o
n 2n n

(1)

Let X,, X, and X, be a random sample of size 3 from a normal population with mean n
and variance o?. Then the variance of the estimator N=(X;+X,-X3) of p is

w%xl,xzﬁxamam@m@%ﬁm,wmﬁﬂmmpmm
o? %,@f‘é&mw%na}p%W?‘1=(XI+X2~X3)HW€W

2

(1) o 2) 3" @) 2 (4) §-o
For Question No. 80, the efficiency of 7, ={X,+X 2 —-X3} with respect to
X=—(X, +X,+Xq)is

™I T 80 i, f:%(xl X+ X3) % FER Ty = (X + X, - X,) B e o

I 1 '
1) 1 2 .
{1) (2) 3 (3) 5 (4) 9

25 (P.T.0)
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82. Let x|, x5.-, X, be a random sample drawn from a normal population N (i, 1). Then

r-l i x?, is an unbiased estimator of following
ni=

T B xy Xy, X, T Ggeew shied yew wmEE N (W) F fom mn oA
T:_l.ﬂzxf,ﬁmmmfﬁ:mwﬁm
ni:l

(1) n 2 u? | 3) p(u+l) (4) p? o+l

83. The maximum likelihood estimator (MLE) of 6 in the distribution

f[x,ﬂ}z—;-e'["‘“l, —nC X< D
1s
(1) mean (2) median
{3) smallest order statistic (4} highest order statistic
HeA
_ﬂxﬁ}:%é‘*“h —on< X<
i o w1 srfgm diaa e B
(1) = (2) =
(3) =pad FA St (4) weam u et

84. Let x,, x5, -, X, be a random sample from a Bernoulli population p*(1- p)" . The
sufficient statistic for p is

(1) maximum (X3, X3, ", X} (2} minimum (x;, X, ", Xp)

@ 3 x @ [T~
1=1

i=1

(316) 26
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o % w amfew i Xy, X5, x,, WG WA p¥(1- p)-* @ e 3@ pw
waie wtests gm

(1) sfmam (x,, x,,--, x,,) (2) =AM (xy, x5, -, x,,)

@ 3 x @) f!x.—
£ [=)

85. If T, is a consistent estimator of 8, then e’ is

{1) an unbiased estimator of &

(2) a consistent estimator of e°

(3) a minimum variance unbiased estimator of et
{4) None of these

M 0 T WW aEE T, 2, D o B

(1) & # & 3afrm s

(2 & B & I e

@) & W o A o™ smfie s
(4) ¥4 4 ¥

86. Generally the estimators obtained by the method of moments as compared to
maximum likelihood estimators are,

{1) more efficient (2) equally efficient

(3} less efﬁcient (4) None of these

RLSLSERUEE GG E - S ey ﬁwﬁmﬁmm@mﬁﬁn@ﬁﬁ

(1) atfers =g (2) @ue 2w (3) *7 gy (4) ¥ & A
(316) 27

(P.T.0,)



13P/221/6

87. Minimum chi-square estimators are not necessarily
{1} unbiased (2) consistent {3) efficient (4) All of the above
wﬂ-ﬂmmaﬁmﬁqﬁaﬁ%
(1) mfEa (2) ® (3) &% (4) 39w el

88. Under certain conditions, -2 log, A has an asymptotic
(1) chi-square distribution (2) normal distribution

(3) Gamma distribution (4) exponential distribution

where & = L(8,)/L(8), L(8,) and L(8) are the maxima of the likelihood function and
other notations have their usual meanings.

o fiftaa W= # ord, -2log, A W 27 gt ¢ sErRfiE (asymptotic)

(1) #E-ad = (2) TR @A (3) T A (4) TEER FH

q@ AL (o)L (0), L(Oo) W L(@) i wer % AR w oFw WA & @ ol §

89, The critical region w, is said to be unbiased if
(1) Py(wg)< Py {wp) for all 8 28 (2) Pylwg) =Py {wg) for all 8 %8y

(3) Pylwg)2 Pgﬂ(w[,] for all 8 # 8, {4) I“ione of these

where notations have their usual meanings.
i i w,, oFiFw wean I
(1) Pa(wy)< Py, (wo) @R 020, & B (2) Pylwo) =Py, (wo) @ 020, F for
(3) Pylwo) 2 Py, {wg) B 8 =0 F o (4) wH & e
v o= kA % ae o 2
(316) 28
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91.

92.

(316)
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The power of a best critical region {BCR] for testing a simple null hypothesis against a
simple alternative is

(1) never less than its size (2) always greater than its size
(3} equal to its size {4} not equal to its size

@méﬁawﬂmm%ﬁm’@mvﬁnﬁmm%qﬁm%memﬁa%
# nfr % R '
(1) & =it S 7 2t 2 (2) & w¥a A @ 2

(3) & @ @ 2 (4) % s A R

For an exponential distribution f(x,0)=0e™ 0<x< «, it is required to test Hy:06=2
against H) :0 = [ on the basis of only one observation x. For the critical region x = 1, the
value of size of type | error is
SR G f(x,0) =06, 0<x<w, ¥ Faw wH Ygw ¥ IR W H;:0=1 % ung
Ho;ezzﬁahm%taﬂﬁmaale%%q,mmﬁgﬁ%mmm%

1 1 1 1
W (1-2) @ 1 @ (14} @ L

. e e

€, e

It is proposed to test Hy:0 =1 against H; : 8 =2 on the basis of one observation drawn
from a population with probability density function f(x,8)= él-, 0< x<8. If the critical

region is x > 0-5, then the value of size of type II error is
TR o9 el f(x,@):ei., O<x<6 et wmfd @ forg ™ ow Jam ¥ FYR WK, 6 =2

*4:mt‘rang:eﬂ?mqﬁmm%Iaﬁmméixzo-sé,a“?f?;eﬂamﬁgﬁmm
grm

1 1 2
(1) 5 (2) 2 (3) 3 (4)

Al

29 (P.T.0]
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93.

94.

95.

(318)

if the calculated value of chi-square is less than its degrees of freedom, then
(1) H, is accepted directly (2) Hgy is rejected directly

(3) no decision about Hy (4) None of the above
uﬁm—aﬁmmﬁmmm%aﬁmw&ma&ﬁ%ﬁmﬂ,fﬁ

(1} @A H, her # A I R (2) @ H, swfwn = & 9l

(3) H, % fre & #§ folw (4) avires d ® wg A

Which one of the following with usual notations is not a statistical hypothesis?

(1) H:c?=0}
(2) H:of >03
(3) H:py=p2

(4) H: people suffering from TB belong to the poor section of the society
e akd #, B A Y PR-d it afween Tl R
(1} H:o% =0}

Q

(2) H:c?:-c%
3) H:py=p2
(4) H - Rodflo @ it @m wme & nfw @ § A4 F

Samples of size n are drawn from a population of size N according to simple random
sampling without replacement {SRSWOR). Then the number of possible samples may
be

Nm%mégﬁwﬁawwﬁﬁuﬁaﬁqﬁﬁzmnmﬁwﬁﬁﬁﬁnﬂ%,
A T yRee $ gy wen @ awd @

m " @ (N +n) @) [j:] @) N

30
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97.

98.

(316)
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If we have a simple random sample of size n from a population of N units, the finjte
population correction is

uﬁmﬁmwmﬁm&ﬁmnmwmm@%m%,mqﬁﬁam
IR gm

(N -1) {N—-n) {n-1) (N-n)

n

(1 (2

(4)

s

For estimation of timber in forest survey following technique is used

(1) Systematic sampling (2) Simple random sampling
(3) Cluster sampling (4) Stratified sampling
maﬁmﬁmmﬁmﬁﬁmﬁﬁmﬁ?ﬂ%

(1) sweg it (2) e argfoss e

(3) T e (4) wfa s

If the cost function is of the form
W YT Fe

C=C0+tth -J’;l:
_ h=1

where C, and t,, are known numbers, then the variance of Yq on fixed total cost is
minimum if

%Ers‘fcgaﬂtr,,m%,a’rﬁfﬁmwmwgmaﬁmwm,w&

2/3
2 2
W2 S? ]

” (2) n, < N, S,
A

(1) ny, a:[

(3) ny x N, (4) ny «W,S?

where symbols have their usual meanings.

aﬁ#ﬁmﬁ#mm&%r

31 (P.T.0.,)
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99. The efficiency of cluster sampling relative to simple random sampling is approximately

equal to
mgﬁﬁmﬁammu@%ﬁqﬁwﬁ@mﬁwiﬁ%
(M -1} . 1 (M+1}p -1
1) — 2) (1+({M-1 gy AP 4y [1-(M-1
(1) T+ (M-11p) (2) [i+(M-1p] " 3 e (M-1)p} (4) [1-(M-1)p]

where symbols have their usual meanings.

aﬁmﬁmaﬁﬁl

100. In usual notations, the systematic sample mean is more precise than the mean of a
random sample taken withoul replacement if

Wﬁﬁﬁ,mmﬁmm,mﬁam@WM%mﬁmﬁ
s oty € ® AW

2
&

(1) S2,, =5 ) SZ,,<8? (3} SZ,,>S* (4} Sy =S°

101. If a systematic sample of size n is drawn from a population of size nk having a linear
trend, then the variance of mean of a systematic sample is

ﬁiﬁgﬁﬁnkmﬁmﬁﬁﬁnmﬂm@mmmwé,ﬁ@
mgﬁzﬂ%ﬁmwmw@m%

R L & I

X 7

102. Product estimator J, =§'(E/}Tf) of the population mean ¥ is more efficient than the
sample mean ¥ if

mm?wwwgp=gtf/f]ﬁﬁzﬁmgﬁméﬂl%ﬂﬁ

P
C.Y 1 C 1 C C
\}}#/pl—y-\‘:—— @ ol 4|=-z @ pl5) (4) p{—g- -1
C,)] 2 C, 2 Cy C,) 2
where symbols have their usual meanings.

wat awarsl ® e 3

(316) 32
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103.

104.

105,
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If the variances of sample mean in simple random sampling without and with

replacement are respectively V. and V.r, and ex[v“"” } then the value of e is
wr

-'aﬁuﬁzmt%aaﬂtuﬁmn%ammﬁwuﬁawﬁwﬁaﬂmwwm:v
aﬂw._w.s’fame{%mJ A, @ emwm g

wr

Lor

N-n N-1 N N
(1) [M] ) [—-N ) ® 4 e

The usual regression estimator Yer of the population mean ¥ is more efficient than
(1} sample mean g (2) ratio estimator Yg
(3} product estimator Yp (4) All of the above

aqﬁmm?mmmmmmge,w?\m%
(1) xfoeef meg 37 @ (2) oFINE EEF G,
(3) T e G, ¥ (4) I adft

In usual notations, under simple random sampling without replacement, the
expression of cov (Y, ) is

méﬁﬁﬂ,mm&mnﬁmuﬁwﬁa#mcov(g@}mmﬁm?

(N-n).

1 — _ ] — _
1) — 7. 2. - X - i 4 . —
(1) N :_gl (x; My, -Y) (2) N El {x; My, -Y)

,,..--"'d'_-

1 & - = 1Y 1 .
S Xty — el PO - -
]N_Z (xi - X) (y, -¥) \qu/fn N] N_l_f,tx, X)y; -¥)

i=1 el

@) [1—

3|~

33 (P.1.0,
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106. Randomisation is a process in which the treatments are allocated to the experimental

units
{1) at the will of the investigator (2) in a sequence
(3) with equal probability (4) None of the above

W@M%,mm,mm?ﬁﬁmm%
(1) FaTF R T | (2) T FR H
(3) @A wiwa @ (4) I9U® & @ J3 T

107. Replication in an experiment means
(1) the number of blocks
(2) total number of treatments
(3) the number of times a treatment occurs in an experiment
{4) None of the above
o b § el & e 2
(1) Guss $ w&
(2) I & gt wEm
(3) T A § = IR F IR & wEw
(4) 30w d § w9

108. In a randomized block design, local control is used in k directions. The value of k is
arfosdiEs Gues sfywean # vara feo k el 8 wge g 31k F O B

(1) 2 (2) 1 3) 4 (4) 3

(316) 34



109.

110.

111.

112.
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For the existence of weak law of large numbers, the condition E{X;)exists for all i is

(1} necessary (2) sufficient

(3) necessary and sufficient both (4) not necessary
md@ﬁ%mﬁrﬁm%ﬁmﬁmxi)aﬂﬁmﬁmmﬁf%%ﬁ
(1) smavas 2 (2) wtw R

(3) wrIE & waliw 3 R (4) AT T R

Local control is completely absent in

(1) completely randomized design (2) randomized block design
(3) Latin square design (4} All of the above

(1) ph: aefodrg sfme 3 (2) wfRstipn v afimeer
(3} ¥ It wfyFsen § (4) IWw Tft

The number of all possible interactions in a 23-factorial experiment is

(1} five our {3) three (4) six
Hmmmﬁmza—maﬁﬁmﬁﬁiﬁ%
(1) nqta (2) =R (3) d 4 @

Which of the following is a contrast?
fo i @ Sm-ar w4 20

(3) 37, ~T, +T, +37, (4) Ty +T, +T, -2T,

35 (P.T.0.)
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113.

114,

115.

116.

(316)

Latin square design is

(1} one-way layout (2) two-way layout

(3) complete three-way layout (4) incomplete three-way layout
aftr i e 3

(1) ww-arf Gl 2y fg-wmfl @R

(3) @ dF-anfl g 4) et dm-avfi @

If in a randomized block design having five treatments and four blocks, a treatment is
added, the increase in error degrees of freedom will be '

R wa sy o R wvdl @@ AgfsE @i afimerd #, uw ITEwR @@ fa W R, @
R-adam AR § =Pwl

(1) 3 (2) 2 (3) 4 (4) 1

The value of NRR (New Reproduction Rate) <1 is indicative of

(1) increase in population (2} reduction in population
(3) constancy in population (4) All of the above
THoHNodRe (Y& FFH R} <1 F WH §oF &

(1) wEen ¥ sl = (2) SEEN ¥ wWE W

(3) wmeEm ¥ Iga & (4) IV® R

The probability of dying a person of age between x and (x +1) years is known as
(1} age-specific death rate (2) infant mortality rate

(3) central mortality rate (4! None of these

36
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azrxaﬁt(xn)aﬂ%m%wwﬁﬁ%qﬁﬁmmmm%
(1) Fa-fafoe gy = (2) foyg 99y w
(3) ¥ geg = (4) ¥ A A

Crude Death Rate (CDR) usually lies between

(1) 4 and 12 per thousand {2) 4 and 25 per thousand
(3] 6 and 24 per thousand {4) 8 and 30 per thousand
TG Y T (Hodlome) wmmrman drdt 2

(1) 4@ 12 0 eom & org & (2) 4 @& 25 ufy gom ¥ g A
(3) 6 W 24 vt TR ¥ g A (4) 8% 30 W s ¥ Ha §
Which of the following statements is true? Delete

(1} Female CDR is generally less than the male CDR
(2) Female CDR is generally greater than the male CDR
(3) Female CDR is generally equal to the male CDR

(4) None of these
ﬁtrﬁ“—rﬁaam:ﬁﬁ@ﬂq-mm%?

(1) mwmﬂammmmawmﬂaﬁ
(2) FAT W e Y @ W afew S 2 e g g @ d
(3) Wmmﬂmaﬁmwﬁ?ﬂéwmmaa
4 7 AW

37 (P.T.0.)



13P/221/6

119.

120.

{316)

Gross Reproduction Rate (GRR) is determined (approximately) by

{1) Number of female births x Total fertility rate

Number of female births Total fertility rate

2
@ Total number of births

Number of male births
Number of female births

(3)

Number of male births « Total fertility rate

4
4 Number of female births

aaw T @ (HeatRosme) Fer Zm ¥ (M) £ o R

(1) I H @ x FA FH@ X

@ s B FE dET

e W= f TE@n
wH s f wEn

(3)

Let "P, be the probability that a person aged x survives up to the age(x +n), and [, ,

be the number of persons living at age (x +n). The "P, is

m%mxﬁ%wﬁﬁ%a’a{xm)ﬁﬁsﬂﬁﬁm np 3, A (x4+n) TR
& Tt @ ogen L, 8, A P, W EE AW
{

(b i—"—"— (2)

l

£ @) en G

X— IX*I‘I Ex

38
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In statistical quality control, the upper limit of range chart is
wrferdi qur P d gow d@fem # o= B g e 3

(1) 0 (2) D.R (3) B-D4R

(4) D4R

where symbols have their usual meanings.

el WHarhl % wme o ¥

Acceptance sampling plans are preferable due to

(1) the economy in inspection

(2) protection to perishable ifems

(3) increased efficiency in the inspection of items
(4) All of the above

wh gfaws areend, fe % oRomraey sfoner #

(1) friem & firrsag

2) fmst (wm) awh s ¥ fm g

(3) a%gaﬁ%ﬁﬂwﬁaaﬂ@am

(4) SHF woft

The probability of accepting a lot with fraction defective P, is known as

(1) consumer’s risk (2) type I error
{3) producer’s risk (4) None of these
g P, 919 @ v W een w3 B i w2
(1) 3ndre $ e (2) wom R Y R
(3) Femew Hi wifaw 4) i & =

39 (P.T.0.)
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124.

125.

126.

(316)

A lot of size N having fraction defective p is to be inspected by a single sampling plan of
size n and OC function P,. The expression for the Average Total Inspection (AT]) of the
plan is

W n 3R OC %o P, wefl we wieRfa @ oo N STeR % A it e & @ faed
aifivr gfvw p 31 @ Ao F wwa waa Rhew (ATI) F s Feafalya R

(1) nP, + N(1-P,} (2) n(l-P,)+ NP,

(3] (N_l)P11+nPa [4) P1~(N~P1]Pa

In a double sampling plan, a decision about the acceptance or rejection of a lot

(1) will sometimes reach (2) will never reach

(3) will always reach (4) None of the above
& areh sfowan @9m 4, @ ggp B s swd seflsr w@ # o
(1) #f-wft | aEm (2) ®ft 9@ B wRm

(3) 3T B uRm @) sedw & wrd ad

Control limits of X-chart, when u and ¢? are unknown, are
X-dfaz i Fago v, wefF § @ o2 ae &, Rw 2

(1) UCL=X +A,R, CL=X, LCL =X —A,R

(2) UCL=X + AR, CL=X, LCL=X - A,R

(3) UCL =X +3A,R, CL =X, LCL =X ~3A,R

{4) UCL=X +1.96R, CL=X, LCL = X -1.96%

where notations have their usual meanings.

el gwarn & e 9d €
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127. 3-Sigma trial control limits for C-chart for equal size samples are given as
TH AAN A et ¥ fw, c-ifi @ 3-fmy (3~c)37ﬁ|mﬁ?iam¥ﬂm€ﬁma‘?§§%

(1) UCL =€ +v2C, CL =T, LCL =T - 22
(2) UCL=C+3JC, CL=C, LCL =C -3J&
() UCL=C+VC, CL =T, LCL=C - J&

(4) UCL=C+2JC, CL=C, LCL =T +2/&

where notations have their usual meanings.

wel wHarRt F awma o 3§

128. The long-term movements in a time series are called

{1} random variations (2) cyclic variations
(3} seasonal variations | {(#Trends

Wm-ﬁvﬁﬁaﬁfmwﬁﬁmﬁ
(1) wgfes e (2) whlg frem (3) Tt R (4) 3wfy

129. The variance of the random component of a time serjes is determined by

(1) periodogram analysis method (2) moving average method
v13) variate difference method (4) link relative method
ﬁﬂﬁm—%ﬁ%u@%ﬁam%mﬁﬁnﬁﬁmmmﬁ
(1) Hfasmm ey iy (2) wfmm e fafy
(3) T = fafy (4) emifes sjgen fufy
(316 41
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130.

131.

132.

133.

(316)

The period of seasonal fluctuations is
(1) a year (2) more than a year
(3) less than a year . (4} None of these

Haf FEnEE F Fd A 8

(1) o 2) wad g w3 wad w4 @ F A

The moving averages in a time series are free from the influences of

(1) seasonal and cyclic variations \,12)/s;asonal and irregular variations

(3) trend and cyclical variations (4) trend and random variations
it 3 T st e % st ¥ e T §

(1) Do @ s fraw (2) Wef w@ frafa for

(3) 3ty v =i faem (4) I v awgfew fremm

According to the multiplicative model, a time series can be expressed as
o frests % omEn, o wE-Anh A o fRn ST R

L g @ ——o

{5,-C Ry) (T, -S; -Gy (7S¢ Ry)

(1) (4) TS C¢ Ry

where symbols have their usual meanings.

ol d¥are 5w W g

The circular test is satisfied only by the indices based on

\w/éeometﬂc mean of price relatives  {2) harmonic mean of price relatives

(3} arithmetic mean of price relatives (4) weighted mean of price relatives
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aﬁaﬁmm%%h&ﬁnwﬂa@ﬁaﬁm

(1) 9e amifet w1 oo M (2) T snfawl = s weg
(3) qew mfE= w1 wm=R oy 4) 4 amifEs) 1 wfg arey
For the given data :
& m sfast ¥ fom
Commodities
Tl
A B
Po i 1
do 10 S
P 2 X
9 S 2

if the ratio between Laspeyre's (L) and Paasche’s (P) index numbers is L :P :28 :27;
then the value of x is

(1) 6 (2) 4 3) 2 4) 8
where notations have their usual meanings.

el oA % amE oo §)

Let PG‘:-‘“, Pof“ and Po‘,m denote respectively Laspeyre’s, Paasche’s and M.arshall
Edgeworth index numbers. If P <P then

T T PR, P R PME we dwiR, e o amte TR & gEEs §) AR ple o plo
2, @

(1) P2 pME (2) P*<PME  pla

(3) Py*<pME_ pha (4) PME < pla
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136. If the demand function is p=9- 10x?, for what value of x the elasticity of demand will

be unitary?

ofy w G p=9-10x? 2@ x® ey wR F R A @ e e @me
3 3 J3 J'fs"
= = hid T~

1 5 () NG S 15

137. For a maximization problem, the objective function coefficient for an artificial variable
is

S +M 2) -M (3) zero (4) None of the above

where notations have their usual meanings.
qu@mﬁ,ﬁmm%mmwmm%

(1) +M 2) -M (3) A (4) Jwire # A W T
ol ddarE ¥ " e g

138. For maximization LP model, the simplex method is terminated when all values
wm 3fy tdefle fizsta d, e ff wam @ ot 3, @ @ W

\/(1, ZJ—CJ}O (2, z!“c-‘ <0 [3) ZJ‘.—CJ' =0 [4, ZJSD
where notations have their usual meanings.

sl a¥am * g o ¥

139. If there were n workers and n jobs, there would be
(1) n! solutions (2) (n-1)! solutions

s3] (n1)" solutions (4) n solutions

(316) 44
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W n T T AR E A wE R A e a

(1} n! (2) (n-1)1 3) ()" 4) n
The solution to a transport problem with m-rows (supplies) and n-columns
(destinations) is feasible if number of positive allocations is
m-fel (weme) st n-wedt (ARAVW) Tt gERE awen W @ fifoee @ R, R
U A ) dea @ .
(1) (m+n) (2) (m+n-1) (3) mxn 4 (m+n+])
If dual has an unbounded solution, primal has
V(1) no feasible solution (2) unbounded solution
(3) feasible solution (4) None of the above
R JuE F ol & R, @ w1 H=
(1) =rf Efime e & (2) owhfira &
@) Bfms g (4) 30w 4 ¥ B &
Game theory models are classified by the
{1} number of players (2) sum of all payoffs
(3) number of strategies (4) All of the above
wd figm e fer g arffga 2
(1) Faenfsdi i e (2) & Yampm 1 A
(3) =ggvamaii f gem (4) ITrE wfi
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143.

144,

145.

146.

(316)

In an M/M/1:(« /FIFQ) system, if the mean arrival rate & = 74:18 and thc mean service

rate p :3—16, the expected waiting time (in minute) in the gueuc is

W M/M/1:{«=/FIFO) ¥ ¥ 3R shwm awvm = :L::;’_‘é #HR am'am -ﬁ“:% 2, d@ wan
i yenim vden ww (e #) am

(1) 100 2) 110 (3) 108 4) 115

If a matrix of transition probability is of the order n x n, then the number of equilibrium
equations would be

AR A nxn F TH UEAT NAEE AR 7, A angesm wfigwl £ dEn e

(1) (r-1) (2) (n+1) B) n (4) (n-2)

Weddle’s rule is used for

(1) numerical integration {2) numerical differentiation
(3) inverse interpolation (4) interpolation

e ¥ frm = w@m B & foe @ R

(1) URWRpa AT (2) TR SR

(3) =gFA AAIH (4) SwadTd

The (n + 1jth difference of a polynomial of degree n is
(1) constant (2) zero

(3) polynomial of degree n (4) None of these
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n FR & W TE F (0 1@ oFm B B 2
[U_fﬁlﬁ* 2 7=
(3} n W w1 agw (4 i & B

The relation between ‘the operators A and E is
Y A B F dw T g 2

A

(1) AE =1 @ == (3} A=(E-1) (4) E=(1-4)

The first divided difference with two arguments xq, x; will be

xg, x; A AOGARE &, A vaw B =R @

) flxyl- flxg) 2) Flxq1) - flxg)
Xg —Xq X)) - Xy

a) f(x_o-l - flxy) @) flxy) = flxg)
Xy~ xg Xy + X

The geometrical significance of Simpson’s one-third rule is that the curve y = f(x} is
replaced by the

(1) polynomial of degree n (2} parabola
(3) straight line (4) None of the above

m%@—mmﬁmﬁmﬂmﬁm%ﬁaa%y:f(x)ﬁﬁmmnﬁmﬁaﬁ?m
s 2

(1) n #R = agw (2) Waerg
(3} w= @l (4) 39w d & Fd @
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150. if the arguments in a series are not at equal interval, the proper formula that can be
used for interpolation is

(1) Bessel's formula (2) Lagrange’s formula
(3} Stirling’s formula (4) Newton’s formula
afy wh dof § amepde @R e ® ad €, @ s gy R emdm Ry gwm fRwm e
wal 3, &
(1) <¥s F g (2) SR T g
(3) wRim = 73 (4) =g F G
* % %
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