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No. of Questions : 150

WyT i WS : 150
1
Time : 23; Hours Full Marks : 450
1
w2 W quIig : 450

Note : (1) Attempt as many questions as you can. Each question carries 3
{(Three) marks. One mark will be deducted for each incorrect
answer. Zero mark will be awarded for each unattempted
question.

aAfrmfees Ast 1 B9 FIN BN AT HY | wdw 99 3 (§9)
Sl B B WdE o ove # e @ ofw wier A
Sedeh ST N G WIKN® geF er |

(2) If more than one alternative answers seem to he approximate to
the correct answer, chocse the closest one.

gy uepifires Jefouss I @& < & (e wdia &, o Frreas
gét 39 £

01, The correlation coefficient £ of 20 observations of the variables X
and Y is 0.2, Then the correlation coefficient between 2+7x and 3+2y
is :

o9 X T Y & 20 HEil B R @wEEy qonw 2 0.2 ¥ooar 2+47x
quT 3+2y & e wEHEY TONE ¥ o
(1) 0.40 (2 0.90 (3) 0.50 (4} 0.20

3 P-T-OI
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02.

a3

04.

Q3.

If X - 4Y = Sand Y-KX = 4 are the regression linesofl XenYandof Y
on X respectively, then the range of K will be :

g X-4Y =5 &97 Y-KX =439S ¥ ¢ X @& X 9T Y & §HTSHT9
TEd ¥ O K @ 9T B e

{1) 0<K<l/4 (2] 0sKs) (3) 0=Ks2 4) 2gK=3

If r,, = r,, = 1,;=r, say, then the value of the mulrple correlavion

cc-eﬁ'icmnt R, ,, will be :

A i ok Te=Tp=Iin*nh el AFHE-HEY F R, B
1) © 2 1

(3) (1+1)/2r @ (2} fier

Suppose the following results were obtained for a set of data :
LE-X(-N=20,Tx-% =20.3L(y- 7 =80,X=5F=10,n=12
Then for the regression line Y=fo +p x, the value of fo equals.

A wiTe #F Reelt avs-wgsg # Feafafios afom oF 23
Tx-Ty-F)=20,T(x—%°=20,T(y-¥)=80,X=5V=10.n=12

A wwTsE©r T Y=Po+Px, & BT po T Ww S

(1] -3 (2] 2 (3 5 (4} 10

The rank correlation coefflicient between the marks in physics and
statistics for a group of students is 0.4 and the sum of squares of
differences in ranks is 72. Them what is the number of students in
the group ?

wﬁ%t{iﬁ # fifew od Qifeassl $ urerst & Wy e
Eﬂﬁ 04% T %Eﬁﬂ%@ﬁ{rﬁiﬂﬂ I g
Bl H d9&T 21
{;) 10 2) 8 (3} © (4 11



06.

07.

08.
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The variables X and Y having correlation coefficient 0.60. Their means
are respectively 80 and 98. Their respective variances are 4 and 6.
What is the most likely value of X when Y = 108 ?

=T X T Y F A HE-He o6 0.60 B | 3D Ay wHer 80 iR
98 3| ITH THT FHI: 4 TAT 6 Z( 0" Y = 108 B A X
Y T R B 7

(1) 8¢ (2] 88 (3) 895 {4} 90

Which one of the following statements is CORRECT ?

{1) Scatter diagram helps to determine the magnitude of the
relationship between twn variables.

(2) The coefficient of correlation is independent of change of origin
but not of change of scale.

(3) Regression coefficients are independent of change of origin but
not of scale.

(4) The two regression coefficients may have opposite signs.

Frfafaa & | &19-91 o9 &7 8 7
(1) REvE &g & 98 $ [ geg 5 i & TS § e

AT B |
2) HEEEy gy & aiimds & gl <€t e & 1
I’ %qﬁa?gngnwrﬁaéw%l Y

(3]  HHTHIOT ey % qitadT @ w6 o & ueg 9y 8
j ﬁi’l‘;ﬂg‘fﬂ% Ty
(4) QNI FEsEe TiE B faee Rala & s B

The standard error of the correlation coefficient based upon a sample
of 25 observations is 0.128. The value of the correlation coefficient is -

25 Q& & U Aoy 9T e wEEEw YUiE w1 A e
0.128 & | HEH=Y IONH P A &
) .50 (2) 0.35 (3] 0.64 (4) 0.60

5 P.T.O.
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09, Suppose the estimating equation Y=5 - 2X has been calculated for a

10.

11.

set of data. Which one of the following is TRUE for this situation ?
{1) The intercept of the line is 2

(2) The slope of the line is negative

(3) The line represents an inverse relationship

(@) Both {2} and (3) but not {1)

e e B R GEe eeEd & ATEE B & fere EEERT
y=5—-2X = TorT 3% T | 39 orae ¥ Fyafafaa # § -
HUT G 8 ?

(1) Y@ & i @5 28

(2) Y& W FHE FEH D

(3) Yan weh e H@ey Y swar 2

(4) AT (2) TET (3) TT (1) TE

Let S be the set of positive real numbers less than or equal to 6. Thus
S=fx:0<x<6l. Let A={x:1!<x<3, B={x:2<x<§}
C=x:3<x<5and D = {x: 0 < x < 2}, Which of the [ollowing is
incorrect ?

msmm‘ﬁﬁﬁﬁmmﬂgﬁuea‘ammaﬁqﬁﬁ
S={x:0<x <6

T A={x:1<x<3,B={x:2<x<6,C={x:3<x<5
M D=-m:0<x<2 d 3@ & o |- B 7

(1] AvuB={x:1<x<6} {2) BuwD=S§

(3) AmB={x:2<x<}} 4] BAC=¢

Multiplication law of probability for three events A ,A, and A, says :
freft &9 Ted (events) A A, T A, B BT gmafFrar @ qoTRE
raT -

(1) PA, VAU A= P(A )+P(A)+P(A,)

(2) PA,nA~Ay) = PATPIAJTP(A,)

(3] P{A,~A,nA,) = PIAPA,|A)PA, 1A, AA)

(4) P(A,u A, U Aj) = P(AJPA,|APA,]A A,

6
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12. Suppose an experiment in a laboratery is repeated every day of the

13.

14.

week until it is successful, the probability of success being p. The
first experiment is started on a Monday. What is the probability that
series ends on next Sunday ?

gﬁmﬁ%ﬁwn@wﬁ@nﬁmwﬁnﬁ%wﬁwﬁ%mm
qe T 9 B WM | T IO A%TET & Ui
TANT I B, A A 7 S A 0 B S

(1} p° (2) (1-p)¢ (3] p{l-p)®* - (4) pYl-ppe

Suppose there are five pairs of shoes in a closet and four shoes are
taken out at random. What is the probability that among the four
taken cut there is at least one complete pair ?

WH%%{;WS ?ﬁﬁﬁﬁa@ﬁmmﬁﬁmm
e ; o T et
B Afdemar =1 ERf 7 = SN

(1) 13/21 2) 14721 3y 12/21 (4) 4/5

it has been estimated that about 20% of people between the ages of

18 and 25 have used marijuana in the last year. Which of the following

is CORRECT about this statement ? :

(1}  Five people of this age group were randomly selected. This means
that exactly one of them must have used marijuana in the last
year,

(2) Twenty people were randomly selected from this age group.
Eighteen of them use marijuana in the last year. The next person
selected at random will have a lawer probability of using
marijuana,

{3} Ten people were randomly selected from this age group. None of
them have used marijuana in the last year. The next person
selected must have a higher probability of using marijuana in
the last year.

(4) A thousand people from this age group were randoemly selected.
It is not unusual to find that 217 of them have used marijuana
in the last year.

7 P.T.O.
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15.

16.

%@ﬁmwﬁzcnﬁmﬁﬂ%ﬁzsazsmﬁm

%mﬁgmﬁmﬁwm%ﬂ#%ﬁﬁ@aﬂ%ﬁﬂﬂ—mﬂﬂ

7

(1) sﬂaﬁs%q“iﬂ@ﬁﬁqﬁmgﬂw,wqﬁmﬁ%ﬁa
a7 & wp ARG Rew o @ S ww g

(2) 1T 20 SR Y arge® AT T S9E | 10 SRS Und
e gAr B ¥ of urEd ot B ARgST Wi oY ke
w9 B argfees @ 9 |

(3) mmﬁﬁﬂﬁmfﬁrw,ﬁrwﬁ%ﬁﬁﬁm&
HTd ARG @ TE FRd ¥ S w9 @ S ARy
ity @ it tfter R argfse g 9T e 6w A

() B ST @ AgREs g ¥ O 9% UA SO e T 2
fF oH § 217 s ad F MREAET & ST

If A and B are two events, then :

HTC AfT Bar ge=d &/ ol
(1] P(AwB}=P[A)+P{B) (2) P(AuB)=P(A}+P(B)-P(A ~B)
(3) P(AnB)=P(A)+P(B) (4) P(AnB)=PA)+P(B)-P(AUB)

In how many ways can the letters of the word ABACUS be rearranged
such that the vowels always appear together ?

aaac:{uas = Reert ot A Dy gAfdarE w1 TRt ¥ B = e
o @ |

1) 6172l (2) 3ra (3) 41/21 (4] (41*3y/2!
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17. Out of 100 coins one has heads on both sides, One coin is chosen at

18.

19,

random and flipped two times. What is the prebability to get twa
heads ?

100 el # & uw REd § 991 a9 AT jheads) B v R
:ﬁwgﬁ?ﬁ?@rmmaﬁﬁrﬁwﬁaﬁﬁ
== :

(1) 0.2575 (2) 0.3022 (3} 0.4545 (4) 0.7500

Suppose that a test for a particular disease has a very high suceese
rate. If a tested patient has the disease, the test accurately reports
this, a 'positive’, 99% of the time. Similarly, if a tested patient does
not have the discase, the test accurately reports that, a ‘negative’,
95% of the time. Suppose also, however, that only G.1% of the
population have that disease. Calculate the probability that, given
the test was positive, it is a false positive.

Rt Bmmr o witer &t aweer a7 qge v &1 oftt ity s T
Wi o famrdt &, Wiw & oftomy 9o% & Iw g99, SE gHT 9T
St R & I @t famrd A &), @t @ oftemy 95% 9 F Bt ahw
T W gwig & e Ol SEEEr w1 0.1% # Rl 8, g &)
o FRTE RE A v= R Sirg 97

(1) 0.019 {2) 0.981 (3) 0.050 (4) 0.950

For three pairs of events A;B; A; C; and B;C, if P(AB) = P{A)P(B);
P(AC)=P(A|P(C); and P(BC) = P(B)P(C) then P(ABC) is :

(1} necessarily equal to P(A).P(B). P{C)

{(2) necessarily less than P{A).P{B).P(C)

(3) may not be always equal to P(A).P(B).P(C)
(4) necessarily greater than P{A).P(B).P[C)

9 P.T.o-
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20.

st @9 g & wenal B R AB; A; C; 3R B;C 3FTX P(AB) =
P(AJP(B); P(AC)=P(A)P(C}; ST P(BC} = P(BJP(C) dr P(ABC) 8rT ?
(1] T SXTET P{A).P(B).P(C)

(2} TN FR T P{A).P(B).P(C)

(3) ®AY FOER TE 8 PA).PE).PC)

(4) ST @7 B P{A).P(B].P(C)

Read the following statements carefully in context of the function

piven below :

Fix) =0, if x<0
= 3¢?, if0s %<1
= 4¢-Te?, . if 1 Sx<2

=Q¢-7¢?-1, if 25x<3
=1, if 3sx.
Assertion [A): F(x) can be cumulative distribution function of a

continuous positive random variable for properly
chosen value of 'c’.

Reason (R) @ For proper choice of '¢', F{x) is monotone and bounded
between 0 and 1.

Select your answer from the following codes :

(1} Both A and R is true and R is correct explanation of A.

(2) Both A and R is true but R is not correct explanation of A.
(3) A is true but R is faise.

(4) A is false but R is true.

10
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I R W e
F(x) = 0, g x<0
= 3c3, g} 0<x<l
= 4c-7¢?, qig 1 £x<2
= O¢-7¢?-1, gfe 2<x<3
=1, i 3sx,

%mﬁﬂhﬁmmﬁw@q&q:

FEA (A): ' B TGRE gaFE A9 & RR, Fx Bl gqe e
AZBH G A/ el §7 BT @ wer T

mm]:'c'%argﬁram%i%lts,wx)weﬁrﬂﬁﬁlﬁ
Heg ufifyg &

Freafefead et & & s owme gfi -

(1} A PR R <4 & B aqem A 9% @dt =mew R &

(2) A T RAF W ¥ wxmg A B W T R AE B

B) A wE B fAg R e B

(4) A T 2 Beg R @l B4

A non-negative integer valued random variable takes value k with
probability proportional to a* [C<a<1) and F(x) denotes its cumulative
distribution function, then F(1} is equal to :

aﬁ?aﬁmmqﬁmmma*(oqcu%wﬁm
mﬁm%wmﬂkaﬁ%m%mwﬂmﬁmﬁﬁﬁwﬁ

wEldT Hear ®, O R & awET B
(1) a (2) 1-a {3) afl-g) (4) 1-a?

11 P.T.O.
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22,

23,

24.

The probability mass function of a random vanable X is given below :
f(x) =x/15; x=1,2,3,4,5
= {J); otherwise.

Then the conditional probability that X lies between 1/2 and 5/2
given that X is greater than 1 is :

m@mmxwuﬁmmw#ﬁ&mw%:
flx) =x/15; x=1,2,3,4,5

=0; at=re
at X B uzahs;z%ﬁaqa%aﬁ'rmﬁﬁﬂﬁnﬁmmﬁrﬁm

wr ¥ Be X 1% i B
1) 17 (21 3/7 (3) 2/15 (40 1/5

A continuous random variable X has the probability density function
fix} =kx? for 0<x 1. The median of the distribution 1s :

(1 1/2 (2 (1/2y"?

(3) (1/2) (4) none of the above

FE T ARREE AT X, 0sxs) BRI TR T HeT ) =k’
ey &1 s @ it

(1) 1/2% @ /2%

3) (1/2)% 4) =T & Frd wE B

The following function
f(x} =ax, 0<x<1

=a, 1sx<2
=-ax+3a, 2<x<3
={), elsewhere

Shall be probability density t'unct:nn of a continuous random X. for
'a' equal to :

(1 1 2y 1/2
(3} for both 1 and 1/2 (4) neither 1 nor 1/2

13
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e sae
1(x) =ax, O0<x<1

=a, 1€x<2

=-ax+3a, 2<x<3

=0, TS
Rl T gl =% X &1 SRR TR S A R o qUET B
(1) 1% (2) 1/28&
(3) 13T 172 Fpelt & 4) Fat19d 1/2 %

A continuous random variable X has the probability density function
fix) = kx(2 - x) for p<x< 2. Read the following statements carefuly in
this context :

Assertion (A) ;: The median of the distribution is 1,

Reason (R) : It is average of the upper and lower limit of the variabic.
Seiect your answer from the following codes :

(1) Both A and R is true and R is correct explanation of A.

(2) Both A and R is true but R is not correct explanation of A

(3) A is true but R is false.

(4) A is false but R is true.

i HAT AGRBEH T X p<x<2 B BA, WA TG B
%) = kx(2 ~ x) m%ag&ﬁﬁﬂﬁwﬁﬁamﬁm@qﬁq

FEA (A) : dST @ wifeger 13y

HRET (R): 96 9T & It T Prey dimnedt =7 ameg By
Tt el # & s1o T 9w g |
(1) AR A9 @ B oo A ¥ wH =g R 2

(2) A M RIS &l B geg A o 9E =reaT R T8
B) A & 2 g R o B

(4) A o 8 fFg R &t 2

13 PT.0.
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26.

a7.

The geometric mean of the distribution :
f{x) =6(x-2)(1-x), for 1sx <2 is:
ges, fx) =6(x-2)(1-x), 1$x<2 & Rrd; &1 T Ang

(1) (1/16) log (19/6) (2) (1/16) ensis
(3) (1/6) log {17/6) @) (1/6)ets

A random variable X has the cumulative distribution function F(x)
given below :
F(x} = 0, if x<0

=x, if0<x<1

=1, f1<x

The probability density function corresponding to F(x] is f(x}. Then
read the following :

Statement S : (x} =1, if O<x<1
=0, elsewhere

Statement P: f(x) is discontinuous at x=0 and x=1.

Choose your answer {rom the following codes :
(1) Both S and R are true {2} SistruecbutPis false
(3) S is false but P is true (4) Both S and P are false.

zﬁ%urqﬁmaarx:ﬁaﬁmwmﬁraﬁwmx]m%:
F[x)-D,‘-‘:lﬁ' x<s0

=x, 9f% O<x=1

=1, 3R 1<x
zgj‘ﬂwﬁmmﬁﬂmmmm%@ﬁmﬁfﬁaaﬁrw

14
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FIT S:flx) =1, IR’ Q<x<1

=0, ST |
FET P: f(x) x=0 3NT x=1 ¥ 3797 ¥ |
Freafofem 3t & & o9 saw g
(1) s 3T P &4 |w& &) (2) S 981 8 9=y P T B
B} STI TG PEAEI (4 s T p S e B

- Consider the following function F(x) :
F(x) =x, if D=<x<1
=2-x, if 1<x<?2
=0, elsewhere
In this context, read the following carefully :
Assertion (A) : P[X=2) =0

Reason (R) : F(x] is a cumulative distribution function of a random
variable X and F (2) =0

Select your answer from the following codes :

(1) Both A and R is true and R is correct explanation of A.

(2) Both A and R is true but R is not correct explanation of A.
(3) Ais true but R is false.

{4} Ais false but R is true.

Frefafes som Fix) 3 fEe =it
F(x) =x, gy O<x<1
=2-x, & 1<x<2

={), HEF |

15 P.T.O.
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29,

g Had A Prafafad B amgEs 1R

H9T (A) : P(X=2) = 0

aﬁnwlm:m}ﬁﬁmw&%mxﬁrﬂaﬁﬂaﬂﬁw%ﬁ?
F {2} =01

Rrefafas g2t # & AT IwT g

{1) A@?Raﬁaﬁ%ﬂmaaﬁaﬁmlzia

(2) A of RAN @t ¥ urg A @ @8 @ R TR

(3) A =¥ ¥ fFg R o B
4) A T B AR R W B

Read the following in cantext of cumulative distribution functicn F{x)
of a random variable X °

Statement B: F(x) is always right continuous.

Statement P: F(x) may have uncountable number of discontinuity
points.

Choose your answet from the following codes ;
(1) Both S and P are true (2) 8 is true but P is false
(3) 8 is false but Pis true {4} Both S and P are false.

ﬁrmmgfaﬁmxiﬁaﬂ%ﬁaﬁmm)%mﬂﬁmﬁﬁﬁ
B AEIED T

FO & Flx| 989 =@ @ e 2
W?:F(x}mﬂﬁﬁaﬁﬂ%mﬁﬁ'-ﬂﬂﬁwwmh
Preffaa et § § 9 IwIC g

(1) S X P 4T WA B (2) S Gft B gv=y P T ¥
3 STEa Eurg PEAR (4 s a3 P 2 Toia &

16
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30. The outcomes of an experiment classified as success A or failure ,

31.

will follow a Bernoulli distribution if :

1
(1) PA) =3 {2} P@Aj=0
(3] PA) =1 (4) P{A) remains constant in ail
triaes

ﬁr@aﬁm%qﬁwwmaaﬂ?mm'gﬂwﬁv@%ﬁ
I8 Tt 2= g gf

(1) Pea) =3 @) Peay=0

(3) P(A) =1 (4) P(A) BT 9O § [T &

=

; i
For Poisson distribution Pjx=x) =¢™ pox x=0, 1, 2,--—-x. as 1 - « {tends

to infinity), ¥, {Pearson's coefficient of skewness) and y, {Pearson's
coefficient ef kurtosis) will approach to ;

{1} ¥y, —0andy, - (2} yy—owandy, 5=

(3] ¥, —0endy,-»0 (4) None of the above

it &2 Plx=x) ¢ * %.x-ﬂ, 1, 2,---0 A& 200, A y, (R @

R 1) ofrT v, (e & Fraeds qoris) w9 A6
(1) 20y, 5w (2) YI_’WG“TTI_’@
{3 v, o203y, =0 (4) IUERT F | Fig T8

17 P.T.O.
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32.

33.

34,

35.

If X is a Poisson variate with parameter p, the moment generating
function of Poisson variate is :

AR X o Stat =T ofik grEw kB, & @t 5T 0 ST S BT
gh e

Mo (2} M- (3) et-n @) -1

For the normal distribution, the quartile deviation, the mean deviation
from mean and the standard deviation are approximately in the ratic .

SramTg dee § Ty me, are & A et Sl s e
T g e

(1) 1:2:3 2) 3:4:8

(3y 10:12:13 4) 8:5:16

X
If X and Y are two gamma variate r(n ) and r(n,) the distribution of ;

is :

afr x ofT v 27 e =97 B y{n,}aﬁfﬂni]ﬁrgiﬁriiﬁﬁﬂn-:

(1) Fn,n, {2) B, (m,n;)
(3) B,{(n,,n,) 4) vi{n, +n)
x+r-l
In negative binomia! distribution P&=%)= [ o ) PFayx=0,1,

2,...... if we take r=1, then resulting distribution will be :
{1) Bincmial (2) Poisson
(3) Normal (4) Geometric

18
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g% e fage s

Xx+r—1
r-1

P(X=K)=[ ] pPPasx=0,1,2,......

" B r=1 & &Y des1 ureg o
(1) fage (2) dorEf (3) HEE (4) iy

In geometric distribution :

(1) Variance = mean {2} wvariance > mean

{3) wariance < mean (4) None of the above
qifaeg e & ¢

(1) 99397 = A1 (2) HEIOT > ATy

(3) HHIOT < ATeY (4) SudERT & | i TJEl

. . 1 5, ‘
If X is a standard normal variate, then 3 X" 18 a gamma variate with

parameters :

ﬁxmmﬁﬂwm%ﬁrwm%f F O By -

(1 (2) o1 (3) 4) 1,1

L
2"

0 | s
vl —

[l a distribution has m.g.f. M_(t) = (2 - %2, then the distribution is :

(1) Geometric (2) Poisson

{3} Binomial (4) Negative Binomial

af% BFel se @ A mef M (0= (2-¢)? &, & "= &
(1) SR (2) =t

(3] O {4) o faug

19 P.T.O.
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39.

40,

41.

42.

The given probability function,

1{x} = 21—, forx = 1,2,3-------, represents

(1} Bernoulli distribution (2) Poisson distribution
(3) Geometric distribution (4) None of the above

3T gen gl wEd

flx) = % F T x-123 -, g9iar &

(1) =AM A (2) et ges
(3) e FTs (4) ST & F P

The distribution possessing the memoryless property is -
(1) Gamma Distribution (2) Geometric Distribution
(3) Hypergeometric Distribution (4] None ol the above

wfey deen e FeT 2 ,
(1) & &2 (2} el =
(3) Efa? s S (4) IqUF § | FE TE

The distribution in which the probability at each successive draw
varies is :

(1) Poisson Distribution (2) Hypergeometric Distribution
(3) Binomial Distribution (4) Al of the above

gz Prgd BT At midemer saert ¥ _

(}) wrEr "E (2) BrOT g g

(3) e sew (@) IqET g

The distribution for which the mode does not exist is ?
(1} Binomial Distribution

(2) Poisson distribution

(3) Continuous Rectangular Distribution

(4) None of the abave

20
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e P sgerss wet Siar 2 7
i1) fagg de (2) @Gt g
) T SIEAET e (4) SWE d 8§ 5ig T8

If X and Y are two random variables such that their expectations exist
and Pix<yl =1, then

1} E(x) £ E) (2) Efx) > El¥)

(3) E(x) = E{v} (4) None of the above

g X ot Y @ ggfeos 9t & e genem o Pix<y) =1, @i
(i} Elx) = E{y) () E{x) = Ely)

3} Elx) = Ely) {4) IgUET H | FIg TE

In 2000 throws with a coin the probability that the number of heads
lies between 200 and 1,100 is at least ;

1 19
(1) 0 {2} 0

17
20

FrEel T & 2000 9 JEF 9 w9 & o9 &1 900§ 1,100
& dre & wW | FH uigEar s o

(3 (4) None of the above

L 19
) 55 @ 3
(3) ]3?0- (4) Sudte H # A

21 P.T.0.
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45.

46,

47.

48.

The discrepancies between sample estimator and population
parameter is termed as :

{1} Human error (2) Formula error

(3) Non-sampling error (4) Sampling error
yferast serer od @it yaw $ &9 $ oY H e 8 ¢
(1) == R 2) g I

(3) Fwferast Ffe (@) ufEsdt e

Bias of an estimator can be :

(1) Positive (2) Negative
(3) Either Positive or Negative (4) Always zero
3THETF W Frear Er o

(1) IETETR (2) HOTHS

(3) FA 9ATER 1 FOUTE  (4) EAAT A

1 l
If x~BC|{3, E; and y ~ B (5, 7), the probability of P{x+y=3) is
(where B-Binomial distribution) :
(1) 7/16 (2) 7/32
(3] t1/16 (4) None of the above

ﬂﬁx~BC{3,%]Gﬁ?y~B(5,";-],ﬁIP[x+y=SlﬁmﬁﬁTM
(st B- faug o)

(1) 7/16 () 7/32

(3] 11716 (4) IodET # @ i &

[fx ~ B (n, p) and X, ~ B(n,, p,) the sum of the variates {x + x) is
distt‘ibute;dl as': % i i, + %)

(1) Hypergeometric Distribution (2) Binomial Distribution
(3) Peisson Distribution (4) None of the above
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51,
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A x~Bn, p) W X, ~ B, p) @ g, (x,+ x,) F deq &M -
{1) B9 g sz (2} fEug =
(3) @&t "o (4) I90E X § Hid a4

If x ~ B (n,, p) and conditional on X, ¥ - B (%, q), then y is a binomial
variable with distribution -

qf% x~B (n,, ) B 33T x 9T 9, v~ B (x, g &) gt &z =7
Ao e i
(1) B(1,q (2) Bin, q) (3) Bin, pg) (4) Bin, p+q

Ifx, ~Pois (4) and X,~ Pois (4,} are independent, and Y = X+ X, then
the distribution of x, conditional on Y = yis:

> 14 x, ~ Pois (4) afr x,~ Pois (4,) @a—= %, 3fiT Y =x+ X, X,
O ¥ =y & seq F -

(1) Binom (y, A + 4, {2) Poisson (y, 4 +4)

. A . A |
(3) Poisson (5’- A +;?)] (4] Binom [y. (4 +;_2)]

Ifx,, %, ----- x,, are observations from independent Poisson distributions
: S(xi-M)Y
with means 1,2,,........., A, then ZT is distrubuted as :

(1) Binomial (2) Poisson (3) Chi-square (4) Normal
& x,, %, -, x, TR FE N @A DU B RrEwr wmm

2 (xi - &) )
Ao Ay A, B EI - W EE B

(1) fEu= (2) gt (3) FHE-Tt [4) TEHWRY

23 P.T.O.
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52. The average time it takes for a person to experience pain relief from

53.

zspirin is 2% minutes. A new ingredient is added to help speed up
~clief. Let s denotes the average time to get pain relief with the new
Lroduct. An experiment is conducted to verify if the new product is
Lotter. What are the null and alternative hypotheses ?

(1) H,:p=25versusH,:n=25 (2) H,:p=25versusH :p<25

(3] Hyp=25versusHp>25 (4] Hyp<25versusH, ip> 25

R st & o | Ted = ofraw wva uadE § 25 Pre ¥ o
T arEgg 9 BT & S U F ) af ag o ¥ R
I & = F USd & ol w9y p ¥ I & 1 R g Rear T
* gEE w8 T @ Sita A & R T S AT R
QiveeqAT T B 7

i) Hpip=25fw=H p#25 (2} Hy:p=253RsaH :p<is

i3} H,:p=25fw=H p=25 (4) H,:p<25f=s®H :u>125

A 95% confidence interval for p is ealculated to be (1.7,3.5). It is now
decided to test the hypathesis H,'u=0 versus H :p=0 at the level

« =0.05 using the same data that was used to contruct the confidence
inlerval . What will be your conclusion ?

(1} We cannot test the hypothesis in this case
(2) We would reject the hypothesis at the level «-0.05

(3] We cannot test the hypothesis at the @ = 0,05 level because the
a = 0.05 test is connected to the 95% confidence interval

(%) We would not reject the hypothesis at the level &= 0.05

249
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m %i%q%%%?&samﬁqahmaﬁwaﬁu.?,a.s}%am
YR B AT W H,:p=0 @ H,:p=0 g=0.05 &I 9T 3
%raﬁia%mﬁﬁwﬁ*qdamaﬁ'mﬁﬁ%mwm
e e =T 8nm ?

{1} &H UREeaT i A9 39 FAge § 98 FT g5
(2) 9REETIT FHETRET BT o= 0.05 WX U7

(3) &% qiHTTAT W FTT T FC GFS T o= 0.05 & GT FHF
a=0.05, 95% Rvasig sdaua & g=r &

(4) BW o=0.05 WT 9 INFRAT J&EFET FT 48 H7 G563 2|

A random sample of 100 veters in community produced 59 voters in
favour of candidate A. The observed value of the test statistic for testing
the null hypothesis H, P=05 versus the alternative hypothesis
H, :.P=05is:

100 WeRFENSA F # 50 wowrl R aenslt B g B et
AT APHE AT H, :P= 0.5 78 IREETT H, P 0.5 & geeT
T T Erft?

{1} 1.80 (2) 1.90 (3} 1.83 (4} 1.75

The test statistic used for testing the mean of a normal population
N[p,a“) when the variance 5? is unknown is :

Where the symbols have their usual meanings.
&t @@l By ond ¥

WS ATHEAT 6l "o Site Jifemen it @ R N (w,07) /=
o HETT B

% % - X- X-p
wm S w B g

23 P.T.O.
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56.

57.

B8.

59.

Critical region for testing 6=6, against 8=9, >8, in case of normal

papulation ¥({u,o’)with known 4? is:

I SEEEr N(po'), & BT e=e, T THWTT 0=6 >0,%
o, v B wa® &= erm, 9 [ o2 9 R o

.o logk (B, +8,) - i logk (B, +8,)
) T -6) 2 ) ** T -ey 2

—_a legk (6 +8,) 2.0 logk (8 +8,)
B X\ -6) 2 @ ** 7T -8) 2

The test use for testing the hamogeneity of independent estimates of
the population correlation coefficient :

(1) t-test (2) =z-test (3) F-test (4) x*-test

FAAEEAT - U & AR AR ] FHET W THeoT
e ¥ fpr S a e qleeT FHEenT ®
{1} t- T8 (2) z- GOEWT (3) F- TOET (4) - QOB

Let X,~N(0,1) and X,~x’(n) then Fisher's t variate is given by :
aft X ~N{0,1) ST X.~*(n) FEIX #1 t =T Bhw
1 x/Km @ X/Xh @ X/ KA @) x/Xm

The chi-square goodness-of-fit test can be used to test for :
(1) difference between population means

(2) significance of a sample statistics

{3) normality

{4} probability

26



60,

15P/221/30

ﬁé—ﬁ%%ﬂ—mﬂ?ﬁm, Frfoies & & s oier 3 fig
mawm‘@&rmm‘rmrw (2) uRrel wifsgsr = arefwar
(3) H\M=Ear (4) midremar

The test statistic used to test H":E’;zl is

?
$
(1 E= ‘S—L which is a F distributed variate with n -1 and n,-1 degrees
2

of freedom

3
(2) t= s—' which is a t distributed variate with n,-1 degrees of freedom

2

{3) t= ;'r which is a t distributed variate with n,-1 degrees of freedom

z

H
§
(4) x= S—L“ which is y? distributed variate with n,-1 degrees of freedom

—%*l%wm%gn'gwﬁaﬁﬁqmmﬁmﬁ%

(1) F=3% 9T n,-1 ol 0,1 @i @i amn Fodfg o¢

(20 ' omig n-1 @E= B amr o909 02
(3| =7 YR n,1 TS BT g ¢ 4T a5t

(4) =% auhn,-lwﬁsqzﬁﬁmﬁrféﬁﬁm

27 P.T.O.
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6l.

63,

When the necessary conditions are met, a two-tail test is being

a,

conducted at a =0.05 to test Ho: r;«. =1, The two sample variances are

s =700 and s! =875 and the sample sizes are n,=40 and n,=40. The
calculated value of the test statistic will be :

a =005 ‘TTHD:EE'Si % glierr & Rre fa-g=s o Brn e 2
3 gfrast Breee ¥ =700 AT §i=875, T AREET @1 AT
nlqumnﬁu%mﬁmﬁmmﬁgﬁéf&rmﬂw
HiftsTat = " BET

(1) 0.90 (2) 0.70 (3) 0.80 (4)  0.99
A test for independence is applied to a contingency table with 4 rows

and 4 columns. What is the test and the corresponding degrees of
freedom

(1) F test with 3 and 3 degrees of freedom

(2] ¥ test with 9 degrees of freedom

(3) Chi-square test with 9 degrees of freedom
(4) Chi-square test with 16 degrees of freedom

mmﬂmwwmﬁﬁtﬂmmﬂﬁﬁwﬁw
qierer @ Sugea sheer AN dwfe @ @i ¥

(1) 3 & &9 F 9imeT a1 3 @ i
(2) F Ufwr o 9 W ®ife

(3) =d-at gl 9T 9 W B
@) - qleer q@ 16 W@ it
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63. The analysis of variance (ANOVA) technique analyzes the variance of

64.

the data to determine whether differences exist between the :
(1) Population means

(2) Population variances

(3] Population standard deviations

(4) Both pepulation means and variances

HiESt B e & Rdwer o ANOVA g=fy & s & o & R
=T g A ® o

(1) SHEET Al & Ay

(2) vEE fEe=t $ A

(3) FTHHEAT W freml & meg

(4) =0 SEEAT AreEt ol Rreet ® g

[f r is the observed correlation coefficient in a sample of 18 pairs of
observations from a bivariate normal population and o is the

papulation: correlation coefficient then for testing H, : p =0 test statistic
is given by :

Reell feerdl arm=r siEm & Rig R 18 S fEt & givest @
HERT TEESH TONH 1 § T ATEHSAT G PhE p ¥ A
Hyip=0 % qhaer & R Heor gt &

t ) h-[-rl ]—1'2
4r

4r
o — t=
B T TEoaen N

29 P.T.O.
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65.

66.

67.

In a right tailed test, 100(1-a)% confidence interval for p in normal

population N(po?) with unknown variance. Where the symbols have
their usual meanings.

Y AT N(po?) (S7ene et afed) & p & R 10001-)%
fagars or=or, afEOT ge5 gdeer #F &v o

e 93t & gy o ¥

s 8
(1) ﬂax-?-;fm-i,[a] (2) #5"*7:’;»:;(‘”
@ HE- @ @) #2RE i (@)

Let T, and T, be two estimator where T, is the most efficient estimator

and T is ]ess efficient estimator with cfﬁmcncy e. If P is the correlation
coefﬁciem between T, and T, then whick one of the following is truec:

T R T, T T, SNhe & ot T, EWER STIheTh § T T, T
¢ AT FH TN ARROER ¥ | R T, T T, B A WEEEY TUE P
dR PRt A dfmead?

M pe=e @ fiee (@) pez E) poesfe

Which of the following is an MLE of @ based on a single ohservation
4
2

from b (1, 6), rsas?
e b(hiﬁ%ﬂﬂﬂ% § F 7@ YaoT 97 smaia Frafafaa # |
W 8 T MLE W 7

3x+1 2x +1 X
@ = 3 = *

+
]

~1{ -

(1)

~d
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Let X, X,, ---~- X, be a random sample from a population with p.d.i.

flx, 8 ) =(1 + 9)x®, 0<x <1, 08>c

which one of the following is true ?

(1) i1:rl Xi is sufficient for g (2y Zxi is sufficient for p

(3) -:I—in is MLE of ¢ (4) All are true

aft X, X, ----- X, Th HAfte e p.d.f.fix, 8 ) = {1+ 8)x0, 0<x <1,
0>0 & | Rrr wan agfes oftest ¥ PR A @ A aw 2

(1) in}lxiqniﬁ%e%i?-ﬁr 2 Ixi galg B g # B3
(3) Hlixi MLE & g &0 4) @ 9= ¥

Let X, X,, ~-=-- X, is a random sample from normal distribution
N{po'). Il both p and 5 are unknown, which of the following is
true ?

(1) ZXx is sufficient for # only
(2) ¥xi® is sufficient for o* only
(3) (Exi, Txi’} is Jointly sufficient for {n.o?)

(4) All are true

31 P.T.O.
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70.

T1.

a B X, X,, X, TRAR #TT N o?) § T qghed givest
R AN A 2 o Y, ARt A A P A B 7
(1) Txi gatew & daw 4 & B
2) Tx® T ¥ FAA o B

@) (Ixi,Ixi?) @gat &9 § q@ta § (Lo’) & 2
(@) udt wa B

In possion distribution with parameter 4, the C-R lower bound to the
variance of unbiased estimator of 6 is :

o Gt w2, Rras med o B, ¥ o B T e 3 ET
% A C-R =gaw &=y &hT

6
S

(3}

3|

—
—
9=
—
b
1
I

Let X, X, ==~ X, be a random sample from a binomial distribution

1 ;
B(m,p), where m is known. I x~ ;ZKL the MLE of p(1 - p) 13 :

X X

(1) x(-%3 (2) —@-_]

m m
(3) E[I—E] (4) Both (2) and (3)

n n
urT R X, X,, —---X, [@9% 929 Bim,p) § ©F Tgfees ofoas &
@9er m o B O §=£Exi. W p(l - p} B MLE 877 :

(1) %(-% {2) %(1——3
@ X(1-%) @ (@) T )

32
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Which of the following statement is true for minimum chi-square
estimator ;

(1) it is consistent (2) it is unique

(3) itis BAN estimator (4} all of the above
ﬁwﬁs@aﬂﬁﬁa—mwmw@—aﬁm%%ﬁm%-
(1) 9% &7 €=n 2 (2) IE Umer AT 2

(3) ¥¥ BAN HIheieh 81T & (4) Iudwd awt

In hypothesis testing, the hypothesis which is tentatively assumed to
be true is called the ;

(1) Null hypothesis

{2) Alternative hypothesis

(3] Correct hypothesis

(4) Sometimes null and sometimes alternative depending on chance

gf g i o i q

(1) Ry gREpegar
(2) IFRam qftepegsn
(3) HE QitmeqET

(4) HFET B FYER FA R ud w4 Swfegs

The Neyman-Pearson lemma asserts that -

(1) [n general a best critical region can be found by finding the n-
dimensional points in the sample space for which the likelihood
ratio is larger than some constant,

(2] In general a best critical region can be found by finding the n-
dimensional points in the sample space for which the likelihood
ratio is smaller than some constant,

(3} In general a best critical region can be found by finding the n-
dimensional paints in the sample space for which the likelihood
ratio is equal to some constant.

{4) In general best critica! region can be found but likelihood ratio
has no role.

33 P.T.O.
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785.

/A G ﬂﬁ*‘iﬁﬂiﬁtﬁﬁéﬂﬁﬁh’%‘i #
a n-ammgq ﬁ%mmfﬂwmm &
Fraais 2 F91 &

(3) @ & ;ﬁmﬂm%ﬂﬁmmﬁ

& gU=EL Bl
(4) HHE B9 %aﬁﬂwﬁm%ﬁmﬁmwmﬂ%

Qe @R A ) P g T e

Suppose X has Poisson distribution with mean A. A sample of size
n=10 is used to test H_: 2=0.1 against H/: 3, >0.1 where the test is to
reject H, for large values of Y {EMJX) . Further suppose that we wish

to have a significance level a=0,05. Find for what value of p the desired
level of significance can be achieved by using the test

[] iy 24
ply)=q4p W ¥y=3.
‘[0 if y<3
when p(y23) = 0.080 and plyz4) = 0.019.

T GRS PR X WM A @ rEEr ded ¥ ) Hj 4=0.1 W H;:a>0.
& free THEOT B Bg O n=10 ST H SRvaet wErT R T

B omei v | fi’lxijﬁaﬁmﬂ%ﬁﬁqﬂﬂﬂraﬁﬂuaﬁwzﬁw%l

aﬁqﬁﬁﬁﬁﬁ%aﬁﬁa.oamﬁiﬁmmmaﬁ%tﬁw

qﬂmﬁrmaﬂﬁ@aﬁﬁﬁﬁap%ﬁmm%mﬁaﬁhﬁ
AT T W &Y @R B oietH ply23) = 0.080 AR plyz4) -
0.019 B 4

34
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I if y24
py)=qp if y=3,
0 if y<3
(1) 25/61 (2) 3l.61 (3) ©61/31 4) 31/61

Suppose X~ N(a, 1). The best test of size a for testing H,: L=1 against

Hi:d =2is:

(1) same as that for testing H,: 1 =1 against H: A=4 and H_: i=1
against H: A= -1,

{2) same as that for testing H_: =1 against H,: i=4 but differs to
that for testing Hy' A=1 against H: = -1

(3) different from that of testing Hy: A =1 against H: 3 =4 and
H,: L=l against H,;: A= -1 both.

(4} same as that for testing H,: A =1 against H,: 3= -1 but differs to
that for testing H: 1=1 against H;: yA=4

q A B X-NoL 1 B H A=l Hid =2 & Res gfiemr

FA B o HER W e T @

(1) aﬁTﬂT@'ﬂTﬁﬁHu:lulWH,:;#%E’@Q?H‘]:AFIEE[
H:x=-1 % s &)

(2) F&r & I Hy a=1 & H;: a=4 % Rem ¥ OGg H =1
T H:a=-1 & Bss & fagfia &

(3) Gt Hy a=1 & H;: a4 & Rom Hyi a=1 & H:ha=-1 &
s & s

(4) a’ﬂTﬁﬁ'ﬂTﬁ?Hﬁ:h-IWHlﬂ.--l%ﬁﬁa’%ﬁ}{u:lﬂ
FT H: a=4 % RBem § Rada £

38 P.T.O.
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77. Let @ be the most powerful size a(0<c<l) test for testing & simple H,

78.

against a simple H, and the power of the test is given by B . Then
{1} ¢ is also most powerful test of size a for testing H, against H,
(2)  is also most powerful test of size p for testing H, against H,.
(3) 1-9 is also most powerful test of size o for testing H, against H,
(4] 1-v is also most powerful test of size t-p for testing H, against
H,

wmﬂoﬁ%mﬂlﬁmmmﬁ%mmw
R ¢ U o(0<a<1) AT %7 O eiemen oderr ¥ e wiER §
g

(1) H, @& H, & f5s olew #3 § /8 W ¢ TF o IHH H

|4 ST ThEeT gRm

(2) H,® H ® Rrew Tiewr 57 3 g e T p SR H wE
siferTsTRl e &R

(3) H, 9 H, % 5w odamr &3 & 7 A 10 0% o TELH
e afyaemeh aderer &)

(4} H 3 H, B Ew T i B R A 1-e TF 1-p WX
w ad gfaenet e B

When does the uniformly most powerful test exist for one-sided
compasite hypotheses ?

(1) For unimodal families

(2) For unimodal but not necessarily symmetric families
(3) For monotone likelihood ratio families

{4} For all kinds of standard distributions

36
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Wmﬁmmﬁﬂﬂﬁwﬁﬂ%ﬁﬁﬂm
TEar & ?

(1) R JgTF 94 A d9mach g

2) T AgEF W A dmEet o onave® =Y ¥ wftng T &
(3) WWWW%@

(@) &N 9B F AE HeT )

A population is divided into three strata and the stratum size and
stratum mean square are into ratio 1:2:3 and 2:3:5 respectively. The
sample of size 230, allocated in three stratum according to Nevman
allocation will be :

TF FIE 3 w0 & Fwifta B o ww ene o wre moRe
AT T A 1:2:3 Sl 2:3:5 % orqur % # | 230 FHR F wiest
BN TR A9 g & AJET EFn:

(1) 30,50,150 (2) 20,60,150

(3) 25,55,150 (4) 50,80,110

If the ratio estimator of population mean is unbaised up to tarms of

order n”! and cy = 2cx then the value of correlation coefficienr |

will be : Where Cy and Cx donote the coefficient of variation of v and
X

(1) 0.5 2) 07 (3) 0.25 {4) 1.00

X SR SR WA ATt W ont A% $ oS @ aX qv
ﬁ?&lﬂﬂﬂrﬁlﬁ%@ﬂ?w-hxﬁ,ﬁfwmfﬂﬁqﬁ
B

(1) 0.5 (2) 07 (3) 0.25 (4) 1.00
ﬁﬁCymCx,y@Tx%ﬁaﬁmﬂﬁ‘HﬂfﬁT%r

37 P.T.O.



15P/221/30

81.

The ratic estimator of population means is more efficient than sample

‘mean for correlation coefficient j «=0.25then .

Where ¢, and c, denote the coeflicient of variation of y and x.

mﬁemmmgqﬁmwnﬁzﬁmﬁww
[,=025 & forg w7 ¥ '

C C & C
m g @ g @ g @ ¢ *!

ﬁﬁc}_ﬁ?cxyﬁ?xawwiﬁhﬁﬁﬂmg1

If there is linear trend in the data. Then :

Where V(y,.} V(y.,] and V( }denutc the variances of stratified
sample mean {_ } systematic sample mean (y,,)a.nd sample mean
(¥)-

afx amepst § Y guART 8, &

ot V(7). V(3,) S V(y) wRa sfesd e, mee s
men Al gfaEst A & TR F awtar &)

)y V{va)sv{v,)sv ()
@ V{,)sv(n)svi)
@ V{y)s V(r,) <V {5)

@ V(3.)=V(r.)>V(¥)
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The praduct estimator for y become unbased if -

Where Cy, Cx and g dencte the coefficient of variation of y,x and
correlation coefficient between v and x.

W P<3e @ p=1%
2 Cy g =
3} p> %“’?& (4) Noene of the above

y ® I HHAS SHEAT &6 afy
ﬁﬁCy.CxaﬂTp,y,x%ﬁﬁﬁgﬂTiﬁﬁﬁﬂT y MU x & &g §
Heqw= & g9far B

1 €
[} A= 55:7 (2 p= %f}-ﬁ
3 o> %%, 4) Sudeiag & | @9 b8

The amount of bias of product estimator of population mean (up to
terms of order n'') will :

(1) decrease as sample size increases

(2) remain constant

(3} increase with the increase in sample size
(4) be zero for large population

Hﬁw%wﬁmﬁﬁﬁﬂﬁr(n-laﬂﬁﬁuﬁﬁzﬁ}
(1) witrast emRe & @ @ gif

(2) Rar &R

(3) Hfcest wepR & g § =3

(4) faeme gafte & R g &nf
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86.

87.

A sample of size 2, from the population of size 10 is selected by using
SRSWOR and SRSWR methed of sampling. The difference in the total
no. of samples to be drawn from the population by using SRSWR and
SRSWOR method of sampling 1s :

SRSWOR afx SRSWR ufam+ Ry = 10 9K & |6t § 2
FTHIT =1 HiA=e AT 747 | §AE § SRSWOR 30T SRSWR W=
RfT 2T g3 T FEe HReel @ Hea & AWK 8 7

(1) 100 2) 55 {3y 45 4) 25
The ratio estimator and regression estimator for populaticn mean
will be equally efficient if : :

Where B and R denote the regression coefficient of y on x and the
ratio of population means of y and x.

it A & srguieen o FEramEer e wH T ERY Al

wEf g oMt R Y & x q€ sl Yons X y ol x & wafe
ATS A AT B AT § |

(1} B=R (2) Pp=>R (3) p<R (4) ﬂ.:iﬂ

If the coefficient of variation c, = 1.6 and c_=0.8, then the value of the

correlation coefficient p,, for which the ratio estimator for population
mean is unbiased upto terms of order n*! is given by :

aft et IONE c = 1.6 AT ¢ =0.8 B, O AEAS TNE p, H
A Pres i gafe o & oruiias A& ot SO0 @ ot aw
st g, | Rar T R o

(1) 0.14 (2) 0.62 (3) 0.50 (4) 0.80
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88, if T= Z:,ai ¥i is an unbiased estimator of y then the V{T} is equal (o -

89.

Where Sy? is the population mean square of Y and ai is are const*ant.

ﬁT=gaiﬁ,§waﬂﬁﬁm%ﬁvm 9T B ¢

¢
(1) (N iﬂi“l]sf (2) N‘i‘“l]s”’z
fi r n
@) |24 L[5 @ INXa-1[sy’
in] - L i-IN

FA Sy?y H GRfE Areg et B ol ai Rewem B

11 T is an estimator of g, then :

(1) T will be unbiased for g il V(T) = MSE(T}
2) T will be unbiased for § if V(T) > MSE(T)
(3) T will be unbiased for g if V(T} < MSE(T)

(43) T will be unbiased for g if V(T) = 3 MSE(T)

¥ T, gH EFIH 3 A

(1) T.Q & FTH=d STFEF &9 I V(T) = MSE(M)
(2) T,Q & NI ATHSAH B IR V(T} > MSE(T)
(3) T,Q o AR MFHFAS 7T AR V(T) < MSE(T)

4] T, Q mmﬁaaw@nnqﬁvm=%msm

4 1 ’ PUTOOD
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90. In cluster sampling, the variance of cluster means will ;

(1} decrease il the number of clusters is increases and the size of
cluster decreases

(2) decreases if the number of clusters is increased
{3) increase if the no. of clusters is decreased
(4) decrease if the number of clusters is decreased,

=5 gfeem J e Al & gET

(1) & =i q=st &t §ear agf ofiv [ AR g2
(2) =t afX =t & @ G

(3) =M afr 7=t &t der gh

(4) Ff A Tt H deyy g

21. The regression estimator in not preferred in companion to ratio
estimator for vy because.

(1} The amount of bias is large.

(2) The amount of bias increases il the higher order moments are
large.

(3) The amount of bias is greater than the variance
(4} The variance is greater.

Y @ GAISEOT e, A9 AT s e #§ Surer IugeEd
el Blear & a9l

(1) P=a ofsr =T 81

(2) FEa ofy ot S=3 4%f swgef @1 Ay sgmET &

@) Bfaa ofyr @ w9 e & s

(4) WET SEr 2
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92. If product estimator of y is more efficeint than sample mean and the

; ) . |
coefficient of correlation in < - 3 then :

Where C_and C, denote the coefficient of variation of x and v.
;wwaﬁﬁmﬁwwﬁmw%eﬁ?ﬂ%ﬂwwm
pe-3 &, &

STef C, A C, x AT y & Reem [oris Bt awiar &

-—<1 —=4.5
0 & 2 g
Cx Cx
l«e—x<2 —_—>2
@ l<g 4 &
93. Given a set of n values Y, Y, - Y, the maximum number of

mutually erthogonal contrast among them is :

A S Y, 3 Oh e REn 8, 399 anuw & gregiey
e faate ot siemras dear ot 2

(1) (2) n+1 (3] n-1 (4) n-2

[ SR

94. The test statistic used for testing the hypothesis for the equality of
k(k72) treatment means in case of one-way classified data is :

mmﬁzﬁaaﬁaﬁ%%ﬁk(km)ﬁzﬁﬁrmﬂ%mﬁﬁm
% G § w1 o ol gREetr ghe B ¥ -

(1) t (2) F (3 ¥ 4 Z
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qsl

Which one of the following is not observed in completely randomized
design ?

{.] Randomization {2) Replication

1%} Local control (4) None of the these
wwmamﬁﬁmaﬁwwma?
{1y TrgreseRTeT (2) TR
(3) W P (4) T q P Ad

S0,

a7,

98,

A linear function of the n treatment means is called a contrast of the
treatment means when the sum of the coefficients is equal to :

n et @ T S, faaty Feeen ¥ o geniet @ A
FJTE B
1) n @) O (3} 2n-1 (4) n+1

Let a randormized block design be conducted with t treatments each
replicated r times. What is the degree of freedom of error sum of
squares in this case 7

wqmzrrgmwmatﬁaﬂ-—{% AT g ggiE
¥ gEl g ot e @ wws i Fa ee v

(1) tr-1) (2) rt-1
(@) (r-1)(t-1) (4) {r-1Ht-2)

1. the analysis of one-way classified data, the degree of freedom of '

test statistic for testing equality of k(k72) treatment means is given
by :

qmmﬁwsﬁ@ﬁmﬁrﬂﬁwﬂﬂwm:ﬁ kik72) FlEq=
et @ FoEd B Thwer we B, @ @l wif ol ¥

1) k,(n-k) (2) {k-1),(n-k)

(3) (k-1),(n-1) (4] k,(n-1)
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99, In linear estimation, which method of estimatior provide the bes:
linear unbiased estimator ?

(1) Minimum Chi Square (2) Maximum iikelihond

(3} Method of moments (4) Least Square method
wﬁmag?g ;‘a‘ DH-H TS AT wwd sTEs amiuoc
(1) =T FHrE-ze (2) iRy Hwsy

(3} emyet Rfyr (4) =gAoH-Tt Ry

100.The degree of freedom of error sum of squares in: a 5x%5 Latin Square
design is given by :
?gusg?ﬂmmﬂgﬁqﬁﬁwaﬁmﬁmmfﬁwﬂ

(1) 25 2) 12 (3 16 4) ©

101. Which one of the following is a 3x3 Latin Square ?
Frifriee & & @ 3«3 i & ?

A B C A B C
C A B B AC
A B C B C A
CB A A CB

102. From a standard mxm Latin Square, how many different Latin Squure
can be obtained with the same standard.

U% mxm AE oHfe F § s Rt 8T a9 ora Y s gy
Saﬁnﬁ?ﬁaﬁ%

(1) m!i{m-2)! (2) mi{m-1)

(3)  (m-1){m-2)! (4) m!

45 P.T.O.



15P/221/30

103. Control limits are :

(1)

Set by designers of the items being produced

(2] Set by the users of the items produced

(3] Set by the standard institutions

{4) Are based on past and current data and accepted formula.
% mfn o g ' Praifa

(1) kil

(2) H%aa Gﬁﬂ v Fraiita

(3) A

(4) Wﬁrmﬂﬁwmﬁ%ﬁuﬁmmﬂﬁ

104. ¥ charts alone are used when :

(1)
(@
(3)

(4}

it is difficult to calcualate o
sample range is not a representative measure of dispersion
lack of control is seen to he due to causes that effect o

lack of contro! is because of factors affecting ¥ only.

Faw ¥ = @ gEnT B o ¥ S

(1)
{2)
(3}
(4)

o B TOET HT 9T HET &
uferst & 9T, Wt & gfatremeEs A oA 8
o T TAIET F9 O HRO | Faser #31 w7 Rod & a9

Fad x B THIRR H AR B H HT FEIT BN T B
g

105.p and np charts are used when :

(1)
(2}
(3)
(4)

records available relate to an attribute is a sample size
records relate to a variable measurement
¥ and R charts do not serve the purpose.

defective items are known in a sample but sample size are not
known.
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p 3R np T P wET B ST § o

(1) nﬁrﬁ?ﬂmaﬁaﬁ_gﬂﬁﬁﬂaﬁﬂaﬁ

(2) wEmAS, eRedasm A 52 &
mgﬁmﬁ@%ﬁmﬁ%wﬁ

(4} m&%wﬁwﬂﬁamu%ﬁﬂwmwﬂaﬁmﬁ

106.C chart are used when :
(1) number of items inspected and number defective is known
(2) occurrence of an attribute per unit is known
(3) data relates to continuous variates
{(4) there are discontinuities in the values of the attributes.

C 9 o7 9GRT far omer §
(llqﬁwﬁ?&ﬂ&waﬁta’rﬂgﬂfmﬁwgﬁﬁ
(Q)Hﬁfﬂféﬂﬂﬁﬁﬁﬁmﬁﬁ,

(3) "H®% waa =il @ gfeq &8

(4) T *® g9t A FHaAr e onei &t

107.The control limits for ¥ charts :
(1) do not contain R
(2) donot contain o

(3) are based on 5 or the R with correction factur A, as R is based
estimation of o.

(4) none of these

(1) R aftafém 78t drar

2) o wEARTE 98 S

() U TNFH A, F T 5 A § 9T AR 1 & w0l R, o
® HWIHEA 97 # eia €|t ¥

4 I § T2 T8
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108.The control limits for o charts are :
s E & o e ¥ &

(1) {stB,o) 23 (otB,o. o+B, o)

(3 (¢-B,7 o+B, o) @ (B o, B, o)

109.The conirol limits for R charts are |
R T¢ & fra FriEer dn #

— s o o
(1) (p,R.D4R) (2) [D;..? Bug]

(3) (D,R. D,R) (4) (R-D,R, R+D,R)

110, The time series analysis helps :
(1} tocompare the two or more series
(2} to know the behaviour of business
{3) to make predictions
(4] all of the above

e Ao Fassmer IeEE ¥ o
(1) 2 g1 o ARG #t geen §

(2] HTE™ F JACT M| A F B
(3) wiesmErh # R

(4) IIUFT |WY

111, In time series seasonal variation means the variations occuring within:
(1) Parts of a year (2} parts of a month
(3) different years (4} none of the above
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HrT ot # Wradt = 1 weew qimds S R
(1) Fad A AT 3 (2) o= q9E & BT 997§

(3) = asl & (4) I90gT § § F18 a8
112. Cycles in a time series are regular in :

{1} periodicity (2) amplitude

{3] both (1) and (2} (4) neither (1) nore (2)

T Aol F o P @ ¥

(1) afear § (2) Smaw F

(3) (1) T (2) A F (4] FEH (T T EH (2 H

113.1f the origin in a trend equation is shifted forward by five years, X in
the equation Y = a+bX will be replaced by :

(1) X+5 () X/5
3 X-5 (4) none of the above

I IuARy FHiEReT 7 qo Reg A O 99 A R Bar s Ay,
THIFTT Y = a+bX ¥ X & e 8

(1] X+5 . (2) X/5
3) X-5 4 FH § Fg &8

114, In ratio to trend method for seasonal indices, the indices be-
come {ree from trend component of the time series by :

(1) subtracting the trend value for each corresponding value

(2} taking the ratic of each seasonal value to the corresponding
trend value

(3) taking the ratio of each trend value to the corresponding
seasonal value

{4) none of the above

49 P.T.O.
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i & g ~ fftr & =g gasie S S0
M@fgaﬁ%g:
(1) BT ¥[&Y 99 § JuAfy 9 A g §
(2) B AR AF B GEETAT SuE |HE & STgIE 9§
(3) B IUAY W ST SiTa 9 B STguE |
(4) I ¥ & wiE T9E

115. The best method for finding out seasonal variation is .
(1) ratio to trend method
{2) simple average method
(3) ratio to moving average method
(4) none of the above

g faraeer s S & s [y o -
(1) waf aqume dfd (2) H{A ATA
(3) TT A AT e (4) SudEd # ] P T8

116. If age specific fertility rates are given for five year age groups then
total fertility rate is :

(1) sum cof age specific fertility rates
(2) 3x{sum of age specific fertility rates]

{3

x|sum of age specific fertility rates]

P2 | L

(4) IE:-: [sum of age specific fertility rates)

afy g FdaT 3% uia ad @ v S F & W oer Ay "@yel SEen
2T BT

(1} g I FA BT ART (2) Sx[ag IARGT A T A
(3) %xpngaa‘rﬁraﬁaﬂ&m (4} éx[eﬂgmﬁﬁiﬁrtﬁﬂl

S0
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117.1f age specific fertility rates of two populations are equal, then their
totai fertility rates will be :

{l}] Always equal {2) Always unequal

(3) May be unequal sometimes (4) Always constant
ﬁgﬁm@mﬂﬁmaﬁmﬁmﬁﬁ at I Hgot FdTar
(1) g ga= (2) H3g FEAE

(3) +H FH g (4) w2d R

118, For cailculating the age specific death rate what data should be
available ?

(1) Total population
(2) Population of specified age

(3) Population in the specified age a.nd number of deaths in the
specified age

{4} Total female populaticn in the specified age _

g e gy &t 7w w9 B S S offa & =ifeu ?
qYof S EET H1 A

(2) Rfdre sy &t sEear & =

(3) R smg B e @ Rftre sy % geelt @ e

(4) Fafare oy @t Afgemelt # g den

119. Which of the following is true for Crude Birth rate (CBR) and General
Fertility Rate (GFR) ?
Ao S T (CBR) @& €@MIR9T 3&3ar &% (GFR) & fog P 4
HHT g R ?
(1) CBR > GFR (2) CBR < GFR
(3) CBR = GFR {4} CBR = 2xGFR

51 P.T.O.
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120.What is the approximate rclétionship between Total Fertility Rate
(TFR) and Gross Reproduction Rate (GRR) ?

(wveT) ?
1

(1) GRR =TFR (2) GRR= 3 TFR
1

(3] GRR=2TFR (4) GRR= g TFR

121.In which year, first census of independent India was coducted ?

TS WA & qEe o Bew ad gg d@ v
(1) 1947 (2) 1950 {3) 1951 4) 1952

122. Logistic curve is used for :
(1) Determination of net reproduction rate
(2) Determination of crude birth rate
(3) Determination of total fertility rate
(4) Population projection

FfAfEs o fra e A R omn ® 7
(1) = foisRE X o FE & Bl

(2) SAMEE 9 & e e @ o

(3) dyef FERAT I W A & g

(4) TE@Ar oege § g

123. The number of basic solutions to a linear programming problem
with & decision variables and 3 conatraints will be :

6 Frofu =3 gfrEiet ae B
aﬁﬁwé’nﬁwa Yger SETAEA EE # 0 Ew

(1) 15 (2) 20 @ 6 4 3
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124. For the following two-person zero sum game
Player B

Player A 2
-3 1

the mixed strategies of the players A and B and the value of Lhe
game, respectively denoted by M » Mg and V will be :

Frrfefea & =af g 9 &=
FeerdY B

Rt 4| )

% R Reenf3at A oo B @ g fafrer Siomn aen & o wor, B
AT M, M, T V | Iwhar Ry R, @R -

4 1 4 1) . 1
=My == |, VI—
(1) M, [15’15) (15 15] 15

{2) M,

(3) M,:

49 4 9y 3
== M| =, =], V=
(4 M, (13’13] ’ (13 13) 13

125.1n a 6%4 transpartation problem, the number of positive decision
variables in a non-degenerate feasible solution will be :

et 6x4 T TR 7 oF or-BT Uiy B ¥ g9 folg
=i A Hear 8nft
(1) 24 (2] 10 (3] 23 @) 9

53 P.T.O.
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126. A queueing system with more than one service channels, finite queue
capacity, poisson arrival rate and exponentially distributed service
time is denoted by :

oF § oifas @ 9T g 9 daRar SigEr I & aun
Wmﬁmmmﬁﬁﬂﬁqﬁmﬁmﬁﬁﬁﬂmm%

(1) M/E/1}: (w/FIFO) {2) IM/M/C): (N/F1 FQ
(3) (M/E,/C): (N/FIFQ) (4) (M/M/1): {«/FIFO)

127.1f X,,X,, X, and X, are four basic feasible solutions to a linear

programmmg problr:m, then which one of the followings will also be a
basic feasible solution to the problem ?

X X X, X, TI_X, Mmﬁmm%qﬁmﬁﬁ
a1 FrefeRay & & A6 O A G 6 g9 W 8 e

(1) 2X,,+X,-3X,+6X, (2) 0.8X,+0.1X,+0.1X,-X,

(3) 0.3X +0.1X,+0.4X,+0.2X, (4] X, +X,7X,*X,

128.In a Two-person zero-sum game with pay-off matrix (I:lﬁ)) mxn the
necessary and sufficient condition for the existence of a saddle point
is :
((2,)) mxn, ey TeqE I fFeh & =fE g 99 @ F @
qearoT-fig & st @ R ww Eyas o ogy Sfee @
min max aij < max min aij
U ygjgn 1giem  1<igm j<lgn
min max aij z max min aij

) j<jen 1<icm  Isism 1<j<n

5 min max aij = max min aij
) J<jeni1gism 1<ism 1<jsn

min max gij = 0

4 1gjsn 1sicm
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129.A linear programming problem with n variables is :

(1) amuiltivariable optimization problem with certain conditions put
on variables

(2) a multivariable non-linear optimization problem with certain
conditions on variables

(3] amultivariable optimization problem with certain conditions put
on variables which are necessarily in the form of non-linear
equations

(4) None of the above

n T & A9 OF Haw e guer o
(1) ;rmag—mmgwwmﬁaﬁq@nﬁiﬁqmw |

() UF TE-T A-Mew srppmen wwenr R w@ woam
;rﬁ‘ra:rga“r

(3) Tk "g-=T AHaay 9uve A 99 97 5y ufywsg 8 o
W%mﬁa—mﬂtﬁ%w%mﬁgﬁ i

4) 9I9Ued § § F1E Tdl

130.The range of values of p and q and r and s that will render the entry
(2,2) a saddle point in the following games will be

ﬁmﬁfﬁﬁ@ﬁﬂaﬂgﬁ-’r@,zyaﬁwﬁgmﬁ%mpmq
Qa r T s B AT H 9UH BN

B B
Il q 6] 2 4 5
(1) Afp S 10 (2) A!IO 7 s
6 2 3 |_4 r 6
(1} p25,q5 10, r> 7,5 |0 (2] p<S,qgz235, r<7,s527
(8) p<5.q=5 rz 7,527 4 .25qg£5, rs 7,527
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131. Consider the rectangular game
B
A 4 1
2 3
The mixed strategies S, and S, for the player A and B respectively
and the value of the game V are !

Prfvite @ 9t et i
B
NER
3
Reenfedt A o9r B & i3 dow &9 8, @ S, 09 &
TV AT

(13
ll] S,‘ : gE'E].SB I(

(2) 3,

)1V_L
2

(3 1‘ [1 1] 3
S, =s=|- — V==
@ S )3 5

 132.The optimum solution and corresponding value of the objective
function to the following linear programming problem are :

Maximize Z = 5x +3x,
subject to x, +x, <6
2x,+3x,26
Ogx <4, 0 gx; <3

(@) Sa: l,l vSg: [
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2%, +3%,>6

{}gxlg‘l»,Og X, <3
)%= 2,x,=4, 2= 22 (2) x=4,x,=3, 2=29
B) x,=4,x,=2,2z=26 4) x,=2,%=3,2=19

133.11 a queueing system is characterized in the formal : (a/bjc) @ {d/e)
then letters b,d and e respectively stand for :

(1) service discipline, arrival distribution, number of paralle! service
channels

(2) service time distrbution, queue capacity, service discipline

{3) arrival distribution, service discipline, number of paraliri
channels

(4] number of service channels, queue capacity, service discipune

ﬂﬁﬂﬁé‘iﬁlﬁﬁﬁﬁﬁi’ﬁ{a%bic):[d,‘e}ERTﬁ'@ﬂT'&ITﬂT%FﬁH&W
b,d €T e HHI: 9T & :

(1) ﬁwaﬁﬁmwmﬁwﬁmﬁﬂﬁaﬁmcﬂﬁm
(2] ﬂmmmqﬁﬁmﬁmeﬂﬂma%m

{3) AP F27, |I FPAEA, BAFFGR DVET 3 TEm & R

(4] FHERR qar S99 A den, U awer far srgeres $ R

134.1n a queue characterized by (M/M/1): (0 /F1FO) the arrival rate was
found to be 8 customers per hour and the average number of
customers waiting for the service was computed as 1 customer. Then
the service rate should be approximately :

(1) 18 customers per hour (2} 6 customers per hour
{(3) 13 customers per hour (4} 15 customers per hour

57 P.T.O.
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(M,‘M;‘l):[wiFlFD}EﬁTmﬁﬁﬁmqﬁﬁﬁ&]ﬁﬂ?ﬁﬂﬁ
qfy Her qrET T Jun 9|y g & qeTeTId dTEhR
TEar 1 I 9 Wy ar ddr J¢ ST R

(1) 18 WEF AT ST 2y 6 WEH Wik Hel
(3) 13 @ew ufe =T (4) 15 ATEEH SidT Hel

135.1f the vector of decision variables, X in the primal problem is of order
nx1 and the constraints of the correspending L.P.P. is given by AX=b,
where A is of order mxn, then the order of the vector of decision
variables, Y is the corresponding duai problem would be !

ﬁﬁﬁ@mﬂﬁmmﬁﬁﬁﬂaﬁ%ﬁﬁﬂ,xaﬁrm x1 &
mwmm_wmthmw%m
T oy mon B 1 wafea A e 7 fAor ol & e v
o ATET B

(1) 1=n (2) nxm (3) 1xm {4) mx1

136.In a queueing system with arrival rate 1 and service rate 4, the
proportion of time the service channel would be idle is :
| TR aT gdl p A &t & FRa dft weer # fu A B
adl R B gHY W I @

(1) M @ 1-¢4) @ () (4 %

137. Bessel's interpolation formula is most appropriate to estirnate a value
in a series which lies :

(1] at the end

(2} in the beginning

(3) in the middle of the central interval
(4) out side the series

T A=A TEY T ITGEFT Sl B 9y AN # A
%ﬁlﬂ#ﬁﬂ%gﬁfaﬁ%: ¥ 1

(1) arg & & (2) weq H &
(3) = ofaUe @ Aeg & (4) eY B
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138. Sﬁs]ing's and Bessel's interpolation formulae are applicable in case
of :

(1) equidistant arguments

(2) both equally and unequally spaced aarguments
(3) unequally spaced arguments only

{4) arguments increasing by one anly

Refef oo Seq g W@ e ougwn @ ¥ aR
(1) Tra=m 999 oraaa 1 8

(2) I FAF g STEEN AR UT el & Ry
(3) FE=ar sE WM e 97 &

(4) TE=n Fad o § =R § 7T @ &

139.The interpelation formula which does not need the differences of
function is ?

(1) Gauss forward formula (2) Newton forward formula

(3) Lagrange's formula (4) Sdrling formula "

9% TN PA P BET & ard ) ayravawar 78 a6 2 7
(1) Mg sEemdh g (2) o T gw

(3) ST g (4) Refdr g

140. For given seven values of the function at equal distance, which of the
given integration formula give most accurate result ?

{1) Weddle's rule {2} Simpson's one -third rule
(3} trapezoidel rule (4) Simspson's three-eight rule

T U 9 R T e & w " § RS - a9
A 999 IUgeERT qivemy 3ar & ?

(1) =& FEw (2) FoEa om-REE FBgm
(3) FoTEsE R (4) T=ET d9-ere fay
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141. The solution of the difference equation 1, =} bz is :

142. The solution of the difference equation 16ux+2 -8ax+l + x4 x=01is:

Rr=fitae STadHEH o1 & & BT 16 o x+2 - 8 yrx+l + px=0 &l &
g

1y LY LY
(1 ;11=(C|+sz)[z) (2) yxuc,(:] +C, [I]

(3 @, =C4a"+C, 4 {#) None of the above

143, The solution of the difference equation p,,,-5H,., +6ux = 36 is given by:

AT .50, +6px =36 HN EF &
(1) C€,2%+C,*3*+18 (2) C€,2%+C,3+36
(3) C,2=+C,3*+18 (4) C12’+C,X3‘+36

144.The order of the difference equation g,.,-54,,, =2"18 :

STAGHARBTT y,-Sp,, =2° BN A BT
1) 2 @) 3 @) 1 4 5
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1485, Given same pairs of values of arguments and function at unit intervaj.
An approximate value of the first drivative of function can be obtained
from : '

B T T & g A B g e o 9 Ry Y ¥ | we
%mwmmﬁwﬁﬁaﬁﬁﬁmﬁmﬁmmmﬁ
g7

[Y‘-l 'Y,.lj

td |

(1) v, =21(“r’; -Y.) 20 w-
I:S) }':; = _;_{YI*I-YI ] [4) .Y:; = Yl"‘l_Yl-]

146.An approximate recent of the €quation x3-2x-5=0 obtained using
bisection method is given by :

FHIBTOT x3-2x-5=0 I Wk afehe o 7 fF adewy By & gre
ferar ar & &y .
(1) 3.1 2) 3 (3 2.8 {4) 2.5

147, Which of the following is true in case of Newton-Raphson method for
solving an algebric equation ? .
{1) Itis an iterative procedure
(2) It may not converge to the desired root in some cases.
(3) Sometime it fails to give the solution
(4) all of the above

gy it Y gE wES @ R -UHET By & Rug o
ﬁrqﬁlﬁgaﬁ%ﬁwhmmﬂm%?

(1) I8 % yaefraoy Ry &
(2) FB wmSHl & g et Aew Hw T E Ay &

(3) F-Ff o= uftom 83X ¥ sraww & oy B
(4) S g+
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148. The second order Runge-kutta method for solving ordinary differential
is equivalent to :

(1) Euler's method (2) Modified Euler's methed
(3) Picards's method (4) None of the above

AN STEEE R @ g A % R R o emn-geEt
faftr Pras @Ae B 7

(1) gu fafa (2] denferr g Rfd

(3) Teprd fafe (4) SuiEm # HE A

149.For solving ordinary differential equations, which of the following
methaod is based on the concept of interpolation ?

(1) Runge-kutta second order method
(2) Picard method

{31 Milne's method

(4) None of the above

TR e T @Y & HEA 2y e # 8§ A
fafy srdeT & s g aaia ¥ 7

(1) wi-gee il wa Rl (2) Red Rl

(@) foew R (4) 90 & Hig 7€

150. The minimum number of points required for applying simpsons's
ane-third rule for numerical quadrature is :

it GrawE By R Gh-REs Prm & 9o & Rl e 9
o e "l oY ogegd gt B ?

(1} 3 (2) 2 (3) S 4) 4

63 1,000



15P/221/30

ROUGH WORK
T® e

63. P.T.O.
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