Subject Code : QDB-37

531U (Yoo ulan)
(Gujarati Medium)

AWY : 3 S $4 381 : 200
JAA : (1) usua A, B 2id C [acioml 9, Ucls (Aol quididl Us-l dal dsl 98l
YAUHL e 9.

(2) UAS [AGUILHL WAl ool s AlE — AUdL $HAR FAoldElHl duidll ¢4
dnr wls [Qeuotl wediqL oaiel A ollo [l el wdiel awdl Adl.
Al 2L Ild 28 (Aol waiql Al e ol [Qeuotl wadlAL esaue, duldl
S dl d dwRaHl 2l gl

(3) [acuoL A, B uit C Hi AL Uil ociet [Hallkd aesiul quial.

(4) o 9 IMHL AL 2Udd Ul 2 dl ARdl vAAleHl dslad FeUd
dl, 213% ML Ut d L2 ML oLRldl-l el

(5) G2 3w Al owldl ol Usl U [Aseu de s % GHIMHL Aviall
289 ol tMl alell 25 A dvll asil gl

[acua-A

YAl : (1) U s¥is 19l 20.
(2) ottl % 20 Uil alell dvidll .

(3) &35 UsHdl 2 9L ©.
(4) <ot 2l 20 4l 30 wselMi @vial.

1. 2s Add Aels A4 X o Asiadl g2« (488 (Probability Density Function)
f(x) =3x%,0<x<16. dip(x<a)=p(x>a)eld du ‘a’ 2l

N

2. [guel welxos Aa xHI2 A n=6219p(x =4) = p(x = 2) ¢l dl p -l BHd sl
3. wMIeY [4d28l (Normal Distribution) Al 12lcdeAl 2LR14HL ULl

n n S S\ S\
4. Ar=08, % (x=%) (y-y)=60,0,=25 2 3z (x- X)2 =90 ¢ld ol n <l ud Hadl.
5. wEu Mased uvalid s

6. A [Hed suis (Average sample numbers) - Mt £9 ?

7. A x (-1, 1) 1 sl Fld [Qddld ¢l (uniformly distributed) dal %l y = x2 ¢ld dl

N\

X Uy 922 Ag[aA2eL (covariance) 2Ll

N [aA—p . . : . - .
8. ol HidL [44u D = —59%{ dl Dl 59 [BHd s il yeu AiadlL (elasticity of
demand) 154 3l ?

bx +12 .
2 _ WA P e C N\ \.
A (X2+5X+6j-1 CICREICIN
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Avales Asa (Numerical Integration) Hie A3l [HuH ouel.
e [aRicdiadl u018Ls (MLE) - [QRei-L dpRieMl asuidl.
QYA UAURLAL Sl agldl.

AL ulaRL 2 [Aasisu-Als=3 25 ulael a2l dsidd Aol
s Akl 24 Aysl 2A4slel (Confounding) a2l dsldd AHAAL.
Lol UL AL S, A (consumer’s risk).

NN N

0.625 . d- Axse [l (Binary) dvaimi $24l.

uin [Hellld axqatidl vtadisdl 3, 4, 4, 8 ¢4 12 ¢ld dl [Hesl [@22e1 (sample variance)
Al (BHd sedl el ?

s Gaues sal-dl ellxl oi-ld 9. del eiqide lallAl Usl 0.1% s>l alansd asua
9. 11 llallatl 500 ellellatell USlaHl Us sl 2ud 9. s gal-tl Gaules 100 Uel»il
wile 9. WUt iely (Poisson approximation) <l Gualol 531 elel ¥ edl Ullimi
516 alaysd elied Al (€7%° = 0.6065).

BIBD-1L 12lcd-ll LRLUHL %Il

Al-gause 2R 2d g 2 dld-saise el uid usizl wgudl.

[@eua-B

Jadl : (1) U suis : 21 ol 32,

21.

22.

(2) olfl o 12 uedidl waletl quidl-l ¢9.
(3) &5 UsAAL 5 2Lel €.
(4) et 22 50 Ul 60 wselML @val.

Actlandldl dfig (ydaRouysd) crvdidl »uugtd ol e %32 Ul 9?2 d-tl xHd Adl
Sld dd s GelsRel Ul

AYSsd AL e [a8y A1l [guRHRdY Add 4829 A4 (x, y) 12 qoer o -

Bx%y,0<x<1,0<y<1
f(x, y):{ Y 0 wqauy

() PO<x<3 3<y<2)

(i) P(x+y<1)
(iii) P(x<1/y<2)2udl
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23, oL (5R1MS) [guel [adRedl vl il ddl el deiuHl weudl dall d-il
ARalas WRREASUHIAL Gele8L iUl

1

2

X 3 N h ] ' N . N\ N\

24. j T3 dx <l (3t el dan d ueefl dvaisly Asaddl Gualol 531 log,2 L (5ud dadl.
0

25. s [Heal (single sampling) 2udlos e AHANAL dal d-dl Halelil el
26.  5lo1-32clA Geuled [A8d-L 19 AR dR1eMl Ll

H H N . 2 _ 2 2
27. A Abddl saldl f 1-RE . =(1-14,) (1-r%,))

28. Rl 5 T, »ls MVUE &, dal T, 215 2A[™-d 249Ls (unbiased estimator) € %+l
siaidley ©. saldl 5 Ty T, o 519 2AA[MHrAd 3w A2% 2L MVUE - 8l .

29. ol A (9220l 4r1adl A aHBeAL of [Hel (samples)d, s 158 10 21 12 €9,
AdHl HELs 154 12 i 10 2l (A8 2gsH 2 24 5 9. 6l AU HRASIAL dsldd HIe
90% e sctirdl 581 HAdl. (ty o5 50 = 2.086)

1I’d : \ S \ N
30. Reuudt 3 el meedl log,7 -l sHd Haal dan d-l ga-t s2.

31. IF statement 1< SWITCH statement 92l d$ldd AHLAl.

32, Hidtl yed AluadlAl AL UL “AIUAAL” Aoe, Hdue s,

[arua-C
JaAdL : (1) U sHis : 33 ol 39,
(2) -l 7 48l oM d 5 wadidl galell d@uidlel ¢9.
(3)  &xs Ul 20 2Ll €.
(4) ot 2UA 200 AGLIHL Aval.

33, A x2Ay 2 p i v WA YAl ¥Adol dUHL A Sld dl suldl ¥ A4 u = x +y v

X .
z:—x+yb1 Aol AL 9 dAL UL OUHL (L + v) A & AL Z 3L By (1, V) AL 8.

34, slsd dg udasdl vl AUl AU 5 5 CLT 21 913 vl [HaHg A8l €.
drl 52dls Gualoll weudl.
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35.

36.

37.

38.

39.

Il 2 oPlysd’ QAL dsldd uMAdl. @HL C-chart-ll Gudlol adl eld ddl
vl Gele’l wiul. C-chartdl [Haltd Haulel $9 Fd 2wl asiu 2 21 2widlHl
LRl - el (assumptions and approximations) -l 2l 531

N

22 Ayl WAL AAIRd 520 suldl ¥ 22 Ayl WAL HI2 Hu AR 2

N

widel »1AR1 (main effects and interaction effects) 42U detedel (orthogonal) id €.

[aRiciianl oy udlael (LRT) <l cuval iUl xR wHey, [QuReil vl
ARvUHR(L 524l HIe LRT Hadl. LRT AL i-iduall opeiasi (asymptotic property) aeldl.

Rd weles Med-dl aval 2l A AqddiHi salal 3, el (n) 1 B4 sa
58 "2 Var(yy) agny ¢l 69, 24l (n) nooc NS -l walell saldl. Var(y,) *e 3t
Hadl.

5150 A 2l E Al oRIuMl eudl. AUGd 52U 5 2L 5151 YR 9. dslddHl Yot

wLa5dl Al €9 2 Y2l dslad-l Yol (Newton’s divided difference)-l lssy Aeel
dly =yl wald yoil (Newton’s forward interpolation formula) Hudl.
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Subject Code : QDB-37

STATISTICS (Main Examination)
(English Medium)

Time : 3 Hours Total Marks : 200
Instructions : (1) The question paper has been divided into three parts, A, B and C. The

number of questions to be attempted and their marks are indicated in each
part.

(2) Answers of all the questions of each part should be written continuously in
the answer sheet and should not be mixed with other parts” Answer. In the
event of answer found, which are belongs to other part, such answers will
not be assessed by examiner.

(3) The candidate should write the answer within the limit of words prescribed
in the parts A, B and C.

(4) If there is any difference in English language question and its Gujarati
Translation, then English language question will be considered as valid.

(5) Answer should be written in one of the two languages. Write in the
language (English or Gujarati) preference given by you. Answer should not
be written in both the languages in the same paper.

Part-A

Instructions : (1) Question No. 1 to 20.

9.

(2) Attempt all 20 questions.
(3) Each question carries 2 marks.
(4) Answer should be given approximately in 20 to 30 words.

A continuous random variable X has a probability density function f(x) = 3x%, 0 < x < 1.
Find “a’ such that p(x < a) = p(x > a).

For a binomial random variable x, find the value of p, if n = 6 and 9p(x = 4) = p(x = 2).

Mention some of the important properties of Normal distribution.
n n

Givenr=0.8, igl (x=X) (y-Yy) =60, o, = 2.5 and i§1 (x — X)? = 90. Obtain the value of n.
Define process control.
What is the significance of Average Sample number ?
If x is uniformly distributed in (-1, 1) and if y = x?, then what is the covariance between x
andy ?

. 4-p . - .
If the demand function D = 5 for which value of D, the elasticity of demand will

be unitary ?

5X +12
: 2( AT e
Find the value of A (xz A= 6)
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10.
11.
12.
13.
14.
15.
16.
17.

18.

19.
20.

Write Weddle’s formula for numerical integration.

State the invariance property of Maximum Likelihood Estimator (MLE).
What is the advantages of factorial experiments ?

Distinguish between sign test and Wilcoxon’s signed rank test.
Distinguish between complete confounding and partial confounding.
Define consumer’s risk.

Convert 0.625 to its equivalent binary number.

If the observation recorded on five sampled items are 3, 4, 4, 8, 12, what will be the value
of sample variance ?

A manufacturer who produces medicine bottles, finds that 0.1% of the bottles are
defective. The bottles are packed in boxes containing 500 bottles. A drug manufacturer
buys 100 boxes from the producer. Using Poisson approximation, find how many boxes

will contains no defective bottles. (Given e%° = 0.6065).
State all important properties of BIBD.

What are non-impact printers ? Give five categories of non-impact printers.

Part-B

Instructions : (1) Question No. 21 to 32.

21.

22.

(2) Attempt all 12 questions.
(3) Each question carries 5 marks.

(4) Answer should be given approximately in 50 to 60 words.

Why do we require axiomatic definition of probability ? Give an example, where this is
applicable.

For a two dimensional continuous random variate (x, y) with joint probability density
function given by

_6x?y, 0<x<1,0<y<1
fx y)—{ 0, otherwise

Find (i) PO<x<3,i<y<2)

(i) Px+y<1l)
(i) P(x<1l/y<?2)
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23.

24,

25.
26.

27.

28.

29.

30.

31.
32.

Define Negative binomial distribution. Mention its chief characteristics. Give examples
from real life situations where it is applicable.

1

2
X
Evaluate f
0

1+x°

dx and hence obtain the value of log,2 using formula for numerical

integration.
Explain single sampling plan. Mention its limitations.
Write any four properties of Cobb-Douglas production function.

In usual notations, show that 1 — R ,, = (1 - 13, ) (1~ 17,,)

Let T, be an MVUE, while T, is an unbiased estimator with efficiency e,, then show that
no unbiased linear combination of T, and T, can be MVUE.

Two samples from two normal populations having equal variances of size 10 and 12 have
mean 12 and 10 and variances 2 and 5 respectively. Obtain 90% confidence limits for the
difference between two population means. (Given ty o5 ,, = 2.086)

. 1rd .
Evaluate log,7 by Simpson’s 3 rule and compare its value.

Differentiate between IF statement and SWITCH statement.

Define price elasticity of demand. Interpret the term elasticity.

Part-C

Instructions : (1) Question No. 33 to 39.

33.

34.

(2) Attempt any 5 out of 7 questions.
(3) Each question carries 20 marks.

(4) Answer should be given approximately in 200 words.

If x and y are independent Gamma variates with parameters p and v respectively. Show

that the variablesu =x +y and z = are independent and that u is a Gamma (u + v)

X +y
variate and z is B, (p, v) variates.

Define central limit theorem. Prove CLT as a generalization of law of large numbers.
Mention some of its applications.
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35.

36.

37.

38.

39.

Distinguish between “defect” and “defectives’. Give some examples of defects, for which
C-chart is applicable. How do you calculate control limits for a C-chart ? Discuss the
assumption and approximations involved in the calculation.

Define a 22 factorial experiment. Show that for 22 factorial experiment, the main effects
and interaction effects are mutually orthogonal.

Define Likelihood Ratio Test (LRT). Obtain LRT for comparing the means of K
homoscedastic normal distributions. Mention the asymptotic property of LRT.

Define stratified random sampling. In usual notations, show that Var(y_/st) is minimum for
fixed total size of the sample (n) if n, oc N.S;. Mention its limitations. Obtain the formula

for Var(y,).

List out the properties of operators A and E. Prove an argument that these operators are
linear. Why do we need divided differences ? Obtain Newton’s forward interpolation
formula as a particular case of Newton’s divided difference formula.
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