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ABSTRACT:              
                 Over the past three decades, the never stagnating IT industry and it’s emerging alliances, have given enormous thrusts for the new inventions of technologies, for satisfying their ever growing needs. Computation being an integral part of emerging industry needs, has led to the diverse as well as unified growth of two new technologies (or terminologies): GRIDS and CLOUDS. While Grid Computing (or the use of computational grids) is the application of several computers to a single problem at the same time-usually to a scientific or technical problem that requests a greater number of computer processing cycles or access to large amounts of data , Cloud Computing refers to both applications delivered as service over the internet and the hardware and system software in the datacenters  that provide these services. Now taking into consideration the popular use of information technology industry , concerns about the energy issues like carbon dioxide emission ,global warming and climatic change are also getting strong ,which have led to a new trend in the industry called Green Computing. Keeping in mind the brighter aspects of all the three terminologies, a balanced implementation of each one of them into an integrated technology is what we propose and quote our proposal as “ GRIDitising GREEN CLOUDS ” .  
CLOUD COMPUTING:
                     Cloud Computing takes into account the software’s as well as the hardware’s as services, that can be accessed over the network(internet). The services themselves have long been referred to as Software as a Service (SaaS). The datacenter hardware and software is what we call a Cloud. When a Cloud is made available in a pay-as-you-go manner to the general public, we call it a Public Cloud; the service being sold is Utility Computing. We use the term Private Cloud to refer to internal datacenters of a business or other organization, not made available to the general public. Thus, Cloud Computing is the sum of SaaS and Utility Computing, but does not include Private Clouds. People can be users or providers of SaaS, or users or providers of Utility Computing. We focus on SaaS Providers (Cloud Users) and Cloud Providers, which have received less attention than SaaS Users.
             Both clouds and grids are built to scale horizontally very efficiently. Both are built to withstand failures of individual elements or nodes. Both are charged on a per-use basis. But while grids typically process batch jobs, with a defined start and end point, cloud services can be continuous. 
GRID COMPUTING:
                           Grid computing is distributed, large-scale cluster computing, as well as a form of network-distributed parallel processing. One of the main strategies of grid computing is using software to divide and apportion pieces of a program among several computers, sometimes up to many thousands.  The size of grid computing may vary from being small — confined to a network of computer workstations within a corporation, for example — to being large, public collaboration across many companies and networks.It basically be thought of a form of distributed computing whereby a “super and virtual computer” is composed of a cluster of networked loosely coupled computers acting in concert to perform very large tasks. This technology has been applied to computationally intensive scientific, mathematical, and academic problems through volunteer computing, and it is used in commercial enterprises for such diverse applications as drug discovery, economic forecasting, seismic analysis and etc.

GREEN COMPUTING:
                 Green computing is the study and practice of using computing resources efficiently. The growing use of computers on campus has caused a dramatic increase in energy consumption, putting negative pressure on CU’s budget and the environment. Each year more and more computers are purchased and put to use, but it’s not just the number of computers that is driving energy consumption upward. The way that we use computers also adds to the increasing energy burden. Research reveals that most personal desktop computers are not being used the majority of the time they are running and many personal computers nationwide are needlessly left on continuously. Every time we leave computers or lights on we waste electricity. It is estimated that out of $250 billion per year spent on powering computers worldwide only about 15% of that power is spent computing- the rest is wasted idling. 
BACKGROUND:
Cloud Computing:
Public, Private, and Hybrid Clouds:
                   A company may choose to use a service provider’s cloud or build its own — but is it always all or nothing? A company like Sun sees an opportunity to blend the advantages of the two primary options:

1.) Public clouds are run by third parties, and jobs from many different customers may be mixed together on the servers, storage systems, and other infrastructure within the cloud. End users don’t know who else’s job may be me running on the same server, network, or disk as their own jobs.
2.) Private clouds are a good option for companies dealing with data protection and service-level issues. Private clouds are on-demand infrastructure owned by a single customer who controls which applications run, and where. They own the server, network, and disk and can decide which users are allowed to use the infrastructure. But even those who feel compelled in the short term to build a private cloud will likely want to run applications both in privately owned infrastructure and in the public cloud space. This gives rise to the concept of a hybrid cloud.

3.) Hybrid clouds combine the public and private cloud models. You own parts and share other parts, though in a controlled way. Hybrid clouds offer the promise of on-demand, externally provisioned scale, but add the complexity of determining how to distribute applications across these different environments. While enterprises may be attracted to the promise of a hybrid cloud, this option, at least initially, will likely be reserved for simple stateless applications that require no complex databases or synchronization.
1. Software as a Service (SaaS):
                      SaaS is at the highest layer and features a complete application offered as a service, on demand, via multitenancy — meaning a single instance of the software runs on the provider’s infrastructure and serves multiple client organizations. The most widely know example of SaaS is Salesforce.com, but there are now many others, including the Google.
2. Platform as a Service (PaaS):
                        The middle layer, or PaaS, is the encapsulation of a development environment abstraction and the packaging of a payload of services. The archetypal payload is a Xen image (part of Amazon Web Services) containing a basic Web stack (for example, a Linux distro, a Web server, and a programming environment such as Pearl or Ruby). 
3. Infrastructure as a Service (IaaS):
                          IaaS is at the lowest layer and is a means of delivering basic storage and compute capabilities as standardized services over the network. Servers, storage systems, switches, routers, and other systems are pooled (through virtualization technology, for example) to handle specific types of workloads — from batch processing to server /storage augmentation during peak loads. The best-known commercial example is Amazon Web Services.
Inside the Cloud:
                            A key attraction of cloud computing is that it conceals the complexity of the infrastructure from developers and end users. 
1. Virtualization:
                                    In cloud computing it refers primarily to platform virtualization or the abstraction of physical IT resources from the people and applications using them. Virtualization allows servers, storage devices, and other hardware to be treated as a pool of resources rather than discrete systems, so that these resources can be allocated on demand. In cloud computing, we’re interested in techniques such as paravirtualization, which allows a single server to be treated as multiple virtual servers, and clustering, which allows multiple servers to be treated as a single server. 

2. Resource consolidation: 
                                      Virtualization allows for consolidation of multiple IT resources. Beyond server and storage consolidation, virtualization provides an opportunity to consolidate the systems architecture, application infrastructure, data and databases, interfaces, networks, desktops, and even business processes, resulting in cost savings and greater efficiency.
3. Lower power usage/costs:
                                 The electricity required to run enterprise-class datacenters is no longer available in unlimited supplies, and the cost is on an upward spiral. For every dollar spent on server hardware, an addition dollar is spent on power (including the cost of running and cooling servers). Using virtualization to consolidate makes it possible to cut total power consumption and save significant money.
WHAT IS GRID COMPUTING?
                           The simplest way to think of grid computing is as the virtualization and pooling of IT resources, such as compute power, storage and network capacity, into a single set of shared services that can be provisioned or distributed and re-distributed as needed. Just as an electric utility deals with wide variations in power demands without affecting customer service levels, grid computing provides a level of control and adaptability to IT resources that can respond to changing computing workloads while being transparent to end users. In fact, the term utility computing is often used to describe the metered IT services enabled by grid computing. It is the natural architectural foundation for both utility computing and cloud computing. As workloads fluctuate during the course of a month, week or even through a single day, grid computing infrastructure analyzes demand for resources in real-time and adjusts supply accordingly.
PRINCIPLES:
                     Grid computing operates on these basic technology principles:

1. Standardization:
                      IT departments have enjoyed much greater interoperability and reduced systems management overhead by standardizing operating systems, server and storage hardware, middleware components and network components in their procurement activities. This helps to reduce operational complexity in the data center by simplifying application deployment, configuration and integration.

2. Virtualization:
                      Virtualization abstracts underlying IT resources, enabling much greater flexibility in how they are used. Virtualized IT resources means that applications are not tied to specific server, storage and network components. Applications are able to use any virtualized IT resource. Virtualization is accomplished through a sophisticated software layer that hides the underlying complexity of IT resources and presents a simplified, coherent interface to be used by applications or other IT resources.

3. Automation:
                      Grid computing demands large scale automation of IT operations due to the potentially large number of components – virtual and physical – that make up the grid computing environment. Each of these components requires configuration management, on-demand provisioning, top-down monitoring and other management tasks. This scale and complexity means the grid management solution must provide a high degree of automation out-of-the-box to ensure that infrastructure cost savings do not evaporate as a result of additional staffing for managing the grid. Because grid computing and virtualized environments take advantage of highly sophisticated workload distribution to maximize IT efficiency and utilization, a top-down view from the end-user or

application level is needed to allow IT to effectively measure service levels and proactively resolve problems.

Grid architecture models:
                       There are different types of grid architectures to fit different types of business problems. Some grids are designed to take advantage of extra processing resources, whereas some grid architectures are designed to support collaboration between various organizations. 
Computational grid:
                        A computational grid aggregates the processing power from a distributed collection of systems. A well-known example of a computational grid is the SETI@home grid. The primary benefits of computational grids are a reduced Total Cost of Ownership (TCO) and shorter deployment life cycles. Besides the SETI@home grid, the World Community Grid™, the Distributed Terascale Facility (TeraGrid), and the UK and Netherlands grids are all different examples of deployed computational grids. The next generation of computational grid computing will shift focus towards solving real-time computational problems.
Data grid:
                    While computational grids are more suited for aggregating resources, data grids focus on providing secure access to distributed, heterogeneous pools of data. Through collaboration, data grids can also include resources such as a federated database. Within a federated database, a data grid makes a group of databases available that function as a single virtual database which reduce the complexity of data management.
Benefits of Grid Computing:
                   Grid computing provides the following benefits:
Ability to respond to volatile business needs at high speed:
                   Businesses today operate in an unpredictable, global environment. Predicting business demands, competitive threats, supply chain risks and regulatory requirements are increasingly challenging. Businesses want IT to be able to provide them the ability to ‘turn on a dime’.
Real-time responsiveness to dynamic workloads 
                        Grid computing enables the allocation and deallocation of IT resources in a dynamic, on-demand fashion, providing much greater responsiveness to changing workloads on a global scale. Standardize hardware and software components to reduce incompatibility and simplify configuration and deployment. Virtualize IT resources by pooling hardware and software into shared virtual resources. Automate systems management, including resource provisioning and monitoring. With a grid computing architecture you can quickly and easily create a large-scale computing infrastructure from inexpensive, off-the-shelf components like server blades and commodity storage.
Cost savings through greater efficiencies and smarter capacity planning:
                       Grid computing practices focus on operational efficiency and predictability. A new generation of server virtualization and clustering capabilities from Oracle means that IT departments can avoid costs by eliminating the need to “overprovision” to meet worst-case scenarios during peak periods. Because computing resources can be applied incrementally when needed, customers enjoy much higher computing and storage capacity utilization. They can also use a more cost effective scale-out or “pay as you grow” procurement strategy. Companies can avoid buying extra hardware or additional software licenses before they are actually needed. They can also take advantage of the price performance benefits that come with the rapid growth in processing power and greater energy efficiency.
GREEN COMPUTING:
Approaches to Green Computing
1) Virtualization:                  
                         Virtualization also fits in very nicely with the idea of “Green Computing”; by consolidating servers and maximizing CPU processing power on other servers, you are cutting costs (saving money) and taking less of a toll on our environment Storage virtualization uses hardware and software to break the link between an application, application component, system service or whole stack of software and the storage subsystem. This allows the storage to be located just about anywhere, on just about any type of device, replicated for performance reasons, replicated for reliability reasons or for any combination of the above.
2) Power Management:
            Lower power consumption also means lower heat dissipation, which increases system stability, and less energy use, which saves money and reduces the impact on the environment. Some programs allow the user to manually adjust the voltages supplied to the CPU, which reduces both the amount of heat produced and electricity consumed. This process is called undervolting. Some CPUs can automatically undervolt the processor depending on the workload; this technology is called "SpeedStep" on Intel processors "PowerNow!","Cool'n'Quiet" on AMD chips, LongHaul on VIA CPUs, and LongRun with Transmeta processors.
WHY GO GREEN???                      
            It is becoming widely understood that the way in which we are behaving as a society is environmentally unsustainable, causing irreparable damage to our planet. It is becoming progressively more important for all businesses to act (and to be seen to act) in an environmentally responsible manner, both to fulfill their legal and moral obligations, but also to enhance the brand and to improve corporate image. Companies are competing in an increasingly ‘green’ market, and must avoid the real and growing financial penalties that are increasingly being levied against carbon production.
DRAWBACKS:
       Implementation of grids and clouds faces 3 most common hindrances are,
1. Availability of a Service:
             Organizations worry about whether Utility Computing services will have adequate availability, and this makes some wary of Cloud Computing.
2. Data Confidentiality and Auditability :
             Current cloud offerings are essentially public (rather than private) networks, exposing the system to more attacks.
3. Performance Unpredictability:
                 Improving architectures and operating systems to efficiently virtualize interrupts and I/O channels are very important. Technologies such as PCI express are difficult to virtualize, but they are critical to the cloud.
GCD model as a proposed integrated solution:
               Security issues concerning the data in a cloud have been the major hindrance to it’s implementation at any level –organizational or individual. There are no fundamental obstacles to making a cloud-computing environment as secure as the vast majority of in-house IT environments, and that many of the obstacles can be overcome immediately with well understood technologies such as encrypted storage, Virtual Local Area Networks, and network middle boxes (e.g. firewalls, packet filters)..
Client Side Security:
                  As per the Random key generation methodology, a client logs in with a unique 16 digit code which is the key to the locked resource on the cloud. Once the resource is under use i.e acquired with authentication, the client deals with it’s data and information atomically with its resource. Before logging off, a new reshuffled 16 digit code is given back to the user (client) as it’s new key code for the lock, and the resource gets locked. If the client works atomically, the keys generated are always unique and thus from the client side with trusted use of clouds, security can be ensured as shown in the fig (1) respectively.
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                  Fig(1): Client Side Security
GCD Model:
              The GCD model involves the mutual interplay between Computational Grids with their sophisticated but preferred Ant Algorithms, and the Cloud services and the resources. The cloud as a whole when taken as a IaaS (Infrastructure as a Service) –delivers services atomically to it’s clients .Now when a client models it’s work load on a set of cloud provided services, the resources in the form of (let’s take) processors are take off into a Grid System with a central server to lay off and commute in.
ANT Algorithms-An Overview:
             Here, each job is represented by an ant. With a set of jobs to be completed, we take them as a unit, and then deliver to the no of resource units (generally processors) available. Allocation procedures may follow a number of approaches like: 

1.) Opportunistic Load Balancing (OLB) 
              It assigns each job in arbitrary order to the processor with the shortest schedule. OLB is intended to try to balance the processors, but because it does not take execution times into account it finds rather poor solutions.
2) Minimum Completion Time (MCT)
             It assigns each job in arbitrary order to the processor with the minimum expected completion time for the job. 

3) Min-min
             It establishes the minimum completion time for every unscheduled job (in the same way as MCT), and then assigns the job with the minimum completion time (hence Min-min) to the processor which offers it this time. Min-min uses the same intuition as MCT, but because it considers the minimum completion time for all jobs at each iteration it can schedule the job that will increase the overall make span the least, which helps to balance the processors better than MCT.

4) Max-min 
             It is very similar to Min-min. Again the minimum completion time for each job is established, but the job with the maximum minimum completion time is assigned to the corresponding processor. Max-min is based on the intuition that it is good to schedule larger jobs earlier on so they won’t ‘stick out’ at the end causing a load imbalance. However experimentation shows that Max-min cannot beat Min-min.
                Every time a set of job enters the server resource from a client ,the jobs are rescheduled to the different sub-resources under the server and thus the Grid approach follows in as shown in Fig(2).
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                        Fig 2 : GCD Model

Defining the Pheromone trial:
             Pheromones in the ant algorithmic models simulate the attribute of ants following the best set of paths in order to complete a given set of works. Thus while completing a part of the job each ant leaves pheromones trails for the following ants at the rear end. In any Ant Colony Organization algorithm we must first determine what information we will encode in the pheromone trail, which will allow the ants to share useful information about good solutions. The fact that jobs will run at different speeds on different processors suggests that it would be useful to store information about good processors for each job. The pheromone matrix will thus have a single (real-valued) entry for each job-processor pair in the problem, allowing the ants to share information about good processors for particular jobs.
GRIDitising the CLOUDS:
          N –number of jobs are assigned to server (part of cloud) from client side. The server contains a cache area with suitable approaches for selected group of jobs with different set of priorities and sizes. The jobs are scheduled to different processes of the server’s sub-resources according to the selected approach from the cache. A better completion rate –is cached into the cache area , otherwise reported as “Inefficient Try”. Every set of jobs completed, adds valuable efficiency records to the server’s cache area which improves job completion rates in the next iterations.

Building Green Clouds:
          The infrastructure services (IaaS) provided by any cloud, are of enormous large volumes, and their implementation within any organization must be aligned with the Green Computing measures.
Datacenters havoc:
           Data centers consume 1.5% of the total electricity used on the planet, and this amount is expected to grow unless organizations begin addressing the issue now. By the EPA’s estimates, data center power consumption during peak loads will grow by over 70%, to 12 giga watts. If this projection holds, datacenters will consume the output of 25 power plants and receive a $7.4 billion electric bill in 2011.Data center activities will release a projected 62 million metric tons of CO2 emissions into the atmosphere.

Beyond the Data Center:
         “Desktop Warming” For every data center processor, there can be 10times as many departmental and rack servers. For every data center machine, there can be from 50 to more than 250 end-user computers. The average active, powered-on desktop computer consumes 100 to 300 watts of electricity. 
Implementing Green Computing:
           The five most important ways of implementing green computing is as follows,
1. Become ENERGY STAR-Compliant       
          Introduced in the 1990s, ENERGY STAR is a standard that helps homes and businesses focus on the wise usage of energy. An updated compliance standard, ENERGY STAR 4.0, was released in July 2007.
2. Power Management:
         The power management for microprocessors can be done over the whole processor, or in specific areas. With dynamic voltage scaling and dynamic frequency scaling, the CPU core voltage, clock rate, or both, can be altered to decrease power consumption at the price of slower performance. This is sometimes done in real time to optimize the power-performance tradeoff. For example Intel Speed Step.
3. Displays:
          LCD monitors uses three times less when active and ten times less energy when in sleep mode. LCDs are up to 66% more energy efficient than CRTs.

4. Materials Recycling:
           Computer recycling refers to recycling or reuse of a computer or electronic waste. This can include finding another use for the system (i.e. donated to charity), or having the system dismantled in a manner that allows for the safe extraction of the constituent materials for reuse in other products.
 5. Telecommuting:
           Teleconferencing and telepresence technologies are often implemented in green computing initiatives. The advantages are many:  increased worker satisfaction, reduction of greenhouse gas emissions related to travel, and increased profit margins as a result of lower overhead costs for office space, heat, lighting, etc. 
The impact:

             Rising energy costs and increasing environmental damage can only become more important issues, politically and economically. They will continue to drive significant increases in the cost of living, and will continue to drive up the cost of doing business. Implementing the green computing steps in every energy related spheres of industry is the ideal step towards better work environments for the coming generations.
Conclusion:
                 The widespread use of open standards and IT resource virtualization and other grid and cloud computing advancements have surely given a hope for a new generation of IT World. 
                  By using these technologies of Grids and Clouds with their past provisioning, inclusive of the recent trend requirements, as well as keeping in mind, the environmental and the energy issues, we can prepare ourselves for the coming decades of business challenges and also reap immediate benefits in the form of cost savings, sustainability and operational agility.
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