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1. A rod of length b’ is broken into three parts at
random. What is the probability that a
triangle can be formed from the parts ?

(a). 1/4
(b) 1/8
(© 1/64 .
@ 1/32

2, If A, B, C are three events with B and C
independent, what is P(A | B) equal to ?

(a) P(A|B N C)PC)

(b) PAA|BNCYPIC) +PA|BN C)PC)
() PA|{BN C)PC)

(d) P(A|Br:0)~P(A|Bn"6)

3. An urn contains 3 white and 5 red balls, A

game is played such that a ball is drawn, its
colour is noted and replaced with two
additional balls of the same colour. The
selection is made three times. What is the
probability that a white ball is selected at

each trial ?
(a) 7/64
(b) 13/64
(c) 41/48
(d) 3/16
4. Let x,, Xy, ..., X, be n numbers, which are not
zero. The inequality —1'- 21 —1— 2 % holds

(a) always

(b) never

(e} 1f ali x; < 0
(d) ifall x,>0

¢
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(2-A)

Consider the following in respect of two
observations x; and x, :

1. Standard dewviation of the data =
1 v
'5 [ Xl - x2 ‘ .
2. . Range = Standard deviation.

3. Mean deviation about mean = Standard
deviation. .

Which of the above statements is/are correct ?
(a) 2 only

(b) 1 and 2 only

{c} 1 and 3 only

(d) 1,2 and 3

If the standard deviation of a random variable
X is o, then what is the standard deviation of

(a + Px) /v, where a, p and y are constants ?
(a) 6/y

b) (%) [y
(©) (Bo) /v
@ (Bloy/|v]

Consider the following statements :

1. The principle of validity ensures that

: there is some definite and pre-assigned
probability for each individual in the
sampling design.

2. A moderately large number of items
chosen at random from a large group
are almost sure on the average to
possess the characteristies of the large
group.

Which of the statements given above is/are

correct ?

{a) 1only

b)) 2only

(c) Both1land?2
(d) Neither 1 nor 2
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TR D @ U6 BS @ dghoe aF et # der
s g | 3 R R B e oo v &
e w7 & 2 ‘

(a) 1/4

) 1/8

() 1/64
(d) 1/32

gfe A, B, C dF we=il ¥ 5@ B w4 C waT &,
P(A | B) foas axeR @ 2 '

{a} P(A|B N C)PQC)

() PAA|BNC)PIC)+PA|B N C)PC)

() PA|BN C)PC)
@ PA|BNC)-PA|BNT)

TE Baw ¥ 3 Whe v 5 ol IS & | vF A 39
WHR Welt S & o ves e i I &, sw@
@ FE ? A SEDH TN 1 A @ 3 i R

- At fan siren & 1 T 9o &7 ax fear sman

€ | 5 a1 Wisar @ s &R e ¥ o whe
2 wafe e ?

(a) 7/64
(b) 13/64
(¢) 41/48

(d) 3/16

Wﬁ%ﬁxl,xz,...,xn;nﬁmﬁﬁ,a’rﬁiﬁﬁ

W E | R Y o > < s o @
i=1xi X

(a) &em

(b) oW T

(c) Iﬂ%?ﬁ?fxi<0

@ TR x>0

({3 -A)

x, 3R x, 2 dewit 3 e § e w R
Bifaw

1. .sﬁmg’iairmasﬁam=%’xl—x2|.

2. WM = 7Hs fae |

3. W § wry e = ave fageT |
3ugts weAl § ¥ B R vl & 2

(a) &ad 2

(b) oaa 13k 2

(¢) wam 13k 3

(d 1,233

ot vs agfies W x & e R o 2, A9
(o + px) /[y & w9 fdoem oar &, 5&6fd o, B
3 y feriss & ?

(a) 6/y
b B%) /vy
© Po/y

@ (Bloy/|v]

e T | fer S -
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3R q@-Freffa witear @ |

2. s fouw g ¥ 9urv e s §
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(b) et 2
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The variance of an estimate of a parameter |10,

can be controlled if

(a) the cost of selecting and processing the
population units are controlled

(b) the population is partitioned into
homogeneous subpopulations and
sample distributed over them

(¢) values associated with population units
follow some definite pattern

(d} Both (b) and (c} above

In a sample survey, two terms ‘accuracy’ and

‘precision’ are used interchangeably. But they

mean different things, therefore one should be

cautious in their use. '

The following are the statements of caution :

1. ‘Accuracy is the right word when one is 11.
certain that there is no bias in the
estimate and ‘precision’ is the right
word when bias may exist.

2.  ‘Precision’ is the right word when one is
certain that there is no bias in the
estimate and ‘accuracy’ is the right word
when bias exists.

3. ‘Precision’” is a better word than
‘accuracy’ for measuring accuracy of an
estimate.

4. ‘Mean square error’ is a better term to
measure accuracy of estimate.

Which of the statements given above are

correct ?

(a) 1,3 and 4

(b} 1 and 4 only

(c) 2,3and4

{(d) 1 and 3 only

(4 - A)

Let X, X,, X; be random observations from a
population with mean M. Some estimators of
M are suggested below :

1L T, =& -2X,)

2. T, =(2X,-X,)
3. Ty=(X, +X,+Xy/3
4. T,=X +3%, +X,)/5

Which of the above estimators are unbiaged ?

(a) T, and T, only

(b) T, and T, only

(¢) T,y Ty and T, only

(d) Ty, Ty Tqand T,

If X, X,, ..., X, is a random sample from

the population
e~ =% for x>0
f(x)=
0 otherwise

Consider the following statements for the
estimator of 8 :

= 2. . .
1. X - X" iz a consistent estimator.

2. mjn Xi is a consistent estimator.
1

3.  max X; is a consistent estimator.
]

4, X + iz 18 a congistent estimator.

Which of the above statements is/are correct ?

(a) 2only

(b 1 and 2 only
(¢} 1and 3 only
(d} 1,2and3

L]
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1.

2.

3.

4,

T1,= X, -
T, = (2%, -

Ty = (X; + X, + X,)/3

2X,)

= (Xl + 3X2 + Xa)/ﬁ

3T | | B oo aFARFE F 2

(2)
(b)
(c)
(d)

aﬁ.

e T, 3R T,
oatl T, 3R T,
et T,, T, 3R T,

T,, Ty, Ty 3R T,

xl,'xz,' o X, TR

e *-9 F3 50

f(x) =

0 =T

%%mganuqﬁ%n%aﬁélanmeésﬁm
FrafaRea oAt w feer Hifse -

1.

2.

3.

4.

(a)
(b)
(c)
(d)

X - X o5 ¥ o ¢ |
min X; & WA AT ¥ |
1

max X, U T NHeS & |

X + X° 05 W 3w & |
T R T AR I D AE 2
Hae 2

bae 13Kk 2

&ad 1 3R 3

1, 23R 3




12.  Let T" be the most efficient estimator of 8 and
T is another estimate with efﬁc1ency 0-81.
What is the correlation between T" and T ? 4 .
(a) 0405
(b) 081
{e) 090
{(d) Cannot be determined

13. Let the random variable X have the pmf,

PX = x)—z—x, x=0,12 ..
What is the value of C ?
(a) 1
(b) 2
() 1/2
(@) 1/4

14. In a continuous distribution the probability
density function is given by f(x) = ypx (2 —x};
0 < x £ 2. What is its first arbitrary moment
!

(a) 1
by 2
(c) 3
d 4

15. What 1s the expectation of the number of
failures preceding the first success in an
infinite series of independent trials with
probability p of success in each trial ?

(@) afp
(b) pfq
(c) p/2Q
(d) q/(2p)
N-DTQ-K-UVC

16.

17,

18.

19.

(6 - A)

Two discrete random variables X and Y have
joint pmf as f(x, y) = 1; 0<x,y <1 Then
what is P(X2 + Y2 < 1/4)?

.

(a) w/f2
(b) nf4
(c) =/8
(d) =/16 _ i
If X/s- are independently distributed as .

Poisson P(};),i=1,2 and VX, + X} =3

and P[X; = 2 | X; + X, = 4] = 8/27, then -
what is the mean of X, ? i
(a) Mean =1 only

{b) Mean = 2 only

{¢) Mean=1, 2 .
(d) None of the above

Karl Pearson’s coefficient of skewness for a
distribution is 0-4 and coefficient of variation
is 40%. If the value of the mode is 84, then
what are the mean and standard deviation of
the distribution respectively ?

(a) 100 and 40
(b) 80 and 40

(e} 100 and 30
(@) 80 and 30

Suppose B, = Fourth Central moment/(Second
central moment)® is considered as a measure
of kurtosis of a data D. Let D’ be the data
obtained from D by multiplying each
observation in D by a constant ¢ # 0. Let D”
be the data obtained from D by adding a
constant ‘a’ to each observation in D.

Now consider the following statements :

1. The kurtosis measure of I)’ is equal to cf,.

2. The kurtosis measure of D” is equal to
a+ Bz.

3. The kurtosis measure of D’ is equal to f3,.

4. The kurtosis measure of D” is equal to §,.

Which of the above is/are correct ?

{fa) 3 only
(b) 4 only
{c) 1land?2
(d) 3 and4




12,

13.

14.

15.

N-DTQ-K-UVC

-

A et @ s Ao F, B v)ie ghem

= A T* waiftrs zar snwers & 6 &1 3R 0481
B TES TR AP & | T IR T &
A TETE T & P :

(a) 0405
(b)
(c) 090

(@) FuifRa =& fear s awar

0-81

w1 {6 argfied TR X @ pmf @
P(X:x):z_(i‘,x=0,_l,2....

CH AT T2 ?

(a) 1

(by 2

() 1/2

@ 1/4

U ¥ §e4 ¥ Wiyedr 99 Boe &
f(x):yox(2—x); 0<x<2 -
9o ¥aew smgef g war @ 2

(@ 1

¥ qoerar B mftrear p €, o ave ¥ ved &
HaBeael B G@& B v @ f 2

(a) q/p
(b) plg
(¢} p/f2q
(d) q/(2p)

16,

17.

186

19,

{7 ~-A)

2 i Ao W X 3R Y 31 g pmid
fx,¥)=1; 0<x,y<)l A PXZ+Y2<1/d)am
W v # ?

(a) =n/2

(by =n/4

() =n/8

(d) =/16

afe X,'s W dfed € @i POy, i= 1, 2 3k
VX +Xp) =33 PIX, =2 | X, +X, = 4] = 8/27,
AX WA FATE ?

(a) WO = 1 ¥Had

(b) Weg = 2 ¥Had

() AT =1, 2

(d) 30w d J o =g

05§ @ Bl aREs dve oS 04 @ alk
fereror oI 40% @ | of sgaE & A 84 @, T
e &1 wel 3R A e pusr a2

(a) 100 3R 40

(b) 803k 40

(¢} 1003k 30

(d) 80 3R 30

WM e 5 B, = agd S0 smgol/feha 9
)2 @ v affasT D & wga o WO % v F
foer fasar awer @ | 7@ e, D 3R, DR, D
& IS NETOT B FRRIS ¢ = 0 A TN FW W wrw
foe st & | W e D s, DR, D &
weds fer # ferie @ # g ax aa e am
&1

¥q frfeiag Sl w ReR Hiftv

L D & $gaar S 9 cp, WK ¥ |

2. D% oged B AW a + B, & W ? |
8. D’ & wgadl @ W f, ¥ TR B |

4. D" & ogpear B U9 f, B WK & |

30 7 ¥ Bl W wd 2E
(a) &ael 3
(b) ®ad 4
() 13R.2
(d) 334




20.

21.

22.

23.
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If for two attributes A and B, the class
frequencies hold the relation

{ABXab) = (Ab)XaB), then what is the value
of Q (the coefficient of association) ?

(a) 1

(by -1

¢y O

(d) None of the above

Let X and Y be two independent random
variables with zero means and standard
deviations 9 and 4 respectively. If X + 2Y
and kX — Y are uncorrelated, what is the
value of k ?

{fa) O
h) 1
(c) 32/81

(d) 64/81

A simple random sample without replacement
of 3 units is drawn from a population of
5 units. What is the probability that both the
first and the last population units will be
included in the sample ?

(a) 3/10
b) 1/20
() 2/5

(dy 9/20

If N = 100, n = 10, p = 0-6, then what is the
R A - . . f

variance of p ignoring finite population
correction (fpc) 7
(a) 002667
(b) 002424
(c) 0-04242
(d) 02424

24,

25.

26.

27.

{8 - A}

L.

What are the probabilities of selecting a
sample of size 4 from the population of size 10
by using SRSWR and SRSWOR method of
sampling respectively ? .
{a) 1/10000, 1/200

(b) - 1/500, 1/210

(c) 1/10000, 1/210

(d) 1/500, 1/200

The variance of the mean of a simple random .
sample drawn without replacement from a

population of 40 units is $%/10, where 82 is -
the mean sum of squares of the population.
What is the size of the simple random -
sample ? '

(a} 20

® 5 )
(e 10

(d) 8

A population is divided into 4 strata of size
(20, 30, 40, 50) having vamances (1, 2, 3, 4). A
stratified random sample of size 28 was
drawn using proportional allocation. The
sample stratum size are

@) 44,8, 12
®) 4,8, 8, 10
(© 4,68, 12
@ 4,8, 10, 8

Let X, X,, .., X, be a sample from N(y, a?).
Then consider the following statements :

1. The statistic T(X;, X, ..., X} = (X, 89

is jointly sufficient for (p, o).

2. X is not sufficient for u when o is
unknown.

3. §? is sufficient for %

unknown.

when p is

Which of the above statements are correct ?
fa) 1,2 and 3

(b) 1 and 2 only

{(¢) 2 and 3 only

(d) 1 and 3 only




afe & it AR B & foe, of aRmmant §
(AB)ab) = (Ab)aB) W& g, 49 Q (9Rad
TOTiH) & HH T P

(a) 1

(b) -1

(c}
)

20.

0
Kites ol i i e

[ i 5 X 3R Y @ vae agfios o #
e e g Rk e freem wmweE 9 aik 4
; g1 AR X +2Y 3R kX -YH & weams
T &, A kB A w & 2

(a) 0

® 1 .

() 32/81

(d)

21.

64/81

22. 5 EoRd & aafc § 9 3 wEEdl @ TR By

U6 e Ugied Uewl foar smar & | s &
e @it 6 wafe & wm Rk sfaw @
Forgar vfaet § wmfem & »

(@ 3/10

(b)
(c)

(d)

1/20
2/5
9/20

- 23. AR N =100, n=10,p=06 aaqﬁfﬁamﬁz

27
(a) 0-026867
{(b) 0-02424
(¢) 004242

(d) 02424

{9 -
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Hg%(fpc)aeraﬂf‘aaaﬂﬁw P BN WEROT |

24.

25,

26.

27,

A)

10 & ER & wafe §.F 4 B ameR o e,
wfcrera= @ wAeE SRSWR 3k SRSWOR Rt
BRI g &) wiftepart @ &

(a)  1/10000, 1/200

(b) 1/500, 1/210

(¢) 1/10000, 1/210

(d) 1/500, 1/200

40$aaga‘ra%‘rmﬁzﬁ$ru%wm?%azﬁge

Wurq&aasw%ze‘i%mwamms%o%
Sl 8% whie & anf & dmeer @ mem @ | wRke

argfees wiiesl & s T & 2

(a) 20

by &

(cy 10

(d) 8

UE Wi @I (20, 30, 40, 50) 3TN ¥ 4 W
foefra foram e # Brrd Rt (1, 2, 8, ) 8 |
It o g 28 s @ e wRa
;@fﬁwmmml H%aﬁwésmum

)
(a)
(b)
{c)
(d)

4, 4, 8, 12
4, 6, 8, 10
4, 6, 6, 12
4,6,10,8

A At X, Xy, ., X, 05 SR # N, o2)
9 | @ Prefafea s ) Rk e -

1 gfmEs TX), X, ., X)) = (X; 8% g
uaﬁa%(u, 2 ¥ Rl

2 Xww A s e ol amE 2

3. o % foe 52 volw & safs poswma & |
3G # ¥ B A o T E 2 ‘

(a) 1,233

(b) wawm 13k 2

(c) Fad 23R 3

(d) ®ada 13R 3




28. The statements below relate to a sufficient |31.
statistic based on ‘n’ random observations
from a uniparametric family of distributions.

1. A sufficient statistic is unique.

2. If T, and T, are sufficient statistics, then
each is a linear function of the other.

3. If T is sufficient and f(T) is a one-one
function of T, then, f(T) is alse sufficient.,

Which of the above statements is/are correct ? 32

(a} 1 only

(b) 2 only

(c} 3 only

(d) 1,2and 3
29. Let X, X, .., X, be arandom sample of size
n taken from the population, where pdf or pmf
is f(x, 8). An estimator T = T(X,, X,, ..., X} is
said to be sufficient for 0 if
1. the conditional distribution of X;, X, ..., X
given T, is independent of 6. 33.

2. it contains all the information in the
sample about the parameter 6.

Which of the above is/are correct ?

(a) 1 only

(b} 2 only

{c) Both1and 2

(d}) Neither 1 nor 2 34.

30. A random variable has values +2 and -2 with
equal probabilities. What is the variance of
B3X-4)?

(a) q36
(by 12
(cy 8
dy 4
N-DTQ-K-UVC { 10 - A}

Given f(x,y)=x e X0+,

What is the regression curve of Y on X ?

x,y>0

(a) x+y=1 .
b x-y=0

(¢) xy=1

(d) x—-y=1

The random vector (X, Y) has the joint pdf

2-x-y, 0<£x<],0=<yx1
f(x,y) =
0 otherwise

What is the covariance between X and Y ?
(a) 1/14

(b} 1/120
(¢} -1/120
) -1/144

If rank correlation coefficient is -1, then what
is the sum of ranks for all the n pairs of
observations ?

(a) n(n-1)
(b) n?
{¢) nmnn+1)

{(d) None of the above

Which one of the following is the distribution
R? N-p . .
of 7 1l when population multiple
1-Rj{p-1
correlation coefficient is zero (where R is the
sample multiple correlation coefficient) ?

@ FN_pp-1
b Fp_ 1 N-p
(c) FN—p,p

D Fy_pp-2
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d 1,23k3

29. #F d@few X, X, .., X, ¥ ¥ form g0 n

HER B Mghws wfaest &, F©f pdf a1 pmf,

f(x,0) % | ' 3D T = T(X;, X, .., X)) B

p &7 T wal afe

1. X, X, .., X, & wfdew &, 76fe T
féar &), o ¥ w@a= & |
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(a) dadl 1

(b) ad 2

(¢) 13K 2N

() Fdv1aRad2

30. UP UGDd I & FAW NS & @ 99 +2
281 GX-4)F IR L ?

(a) 36
(b) 12
(c) 8
(d 4
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31.

32,

33.

34.

(11 - A)

(d)

R mn @ flx, y) =x e” "(Y“), xy>0.
Yaa'rxrﬂwmaaw%?

(a)
(b)
(c) Xy = 1

x+y=1
x-y=0

x—-y=1

argfees |lew (X, Y) & 9w pdf @
2-x-y, 0£x<1,0=y<1
fx,y) =
0 3=

X3R Y & aeRRor wn & 2
(é) 1/14

{(b)
(¢ -1/120
{d}

1/120

—1/144

aie B T e -1 &, a9 @l n gl B
Yermlt & foe Sl & A w2

(a8 n(n-1)

(b) n?

() nn+1)
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35.

(a) 1 only
(b) 2 only
(c) Both1and 2
39.
(d) Neither 1 nor 2
36. In order to fit a polynomial of degree k how
many summations are to be computed over
n observations by least squares principle ?
{a) 2n
(b) 2k
(¢} 3k+1
40,
(d) 3n+1
37. Unbiased estimation of the variance of
estimators for population mean is not
passible in
(a) SRSWR
(b} SRSWOR
(c} Stratified sampling
(d) Systematic sampling
N-DTQ-K-UVC {12 - A

In a tri-variate population with variable X
X, and X, it is given that the simple
correlation between any two variables is
equal to 1/2.

Consider the followi;ig statements :

1. —~ R2

103 = 2/3.

2. Figg = 1/3.

Which of the statements given above isfare
correct, ?

38.

Which one of the following statements is not
correct ?

(a) In case of two stage sampling if every
first stage unit of population is sampled,

it reduces to stratified sampling.

(b) In case of two stage sampling if every
first stage unit is  completely
enumerated, it reduces to cluster
sampling,

(c) Systematic sampling is equivalent to -

stratified sampling, where one unit is
selected from each stratum
congecutive units (N = nk).

(d)
cluster sampling, where one cluster is
gelected at random out of k clusters of
n units each (N = nk).

If coefficients of variation of the two variates x
and y are equal and p denotes the coefficient
of correlation between x and y, then ratio
estimator of the population mean is more
efficient than the mean of an equivalent

simple random sample drawn without
replacement if

(a) p=03

(b) p=04

(¢} p=05

(d) p=086

Consider the following statements :

1. The bias of ratio estimator for Y

becomes zero if the regression of y on x
passes through origin.

2. The ratio estimator of population mean
is more efficient than sample mean
when p > 0 where Pyy is the
correlation between y and x.

Which of the above statements is/are correct ?
(a)
{b} 2 only

{¢) Both1land2
(d) Neither 1 nor 2

1 only

\ ...

of k.

Systéematic sampling is equivalent to °




35.

36.

317.

N-DTQ-K-UVC
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41.

42,

43.

N-DTQ-K-UVC

Let X have a continuous distribution with
mean p. We make n observations X;, X, ..., X
but note only (Y, ..., Y,), where Y, = 1 or 0
according as X;sporX, > i=1,2, .., n

- Y
Then Y = —L s
n

(2) UMVUE of p
(b) UMVUE of 1/u

() Unbiased for PX<p) but
Minimum Variance Estimator

(d) UMVUE of P(X < p)

not a

Let (X;, X5 ..., X)) be an iid random sample
from N, 1) and T =X - X,

n
Consider the following statements :
1. T is MVU estimator of 62,

2. Var(T) equals the Cramer — Rac bound
on variance of estimators of 62.

3. T is consistent for 62,

Which of the above statements are correct ?
(a) 1 and 3 only

(b) 2 and 3 only

(¢) 1and 2 only

(d) 1,2and 3

In estimating a parameter 6, U is an unbiased
estimator of 6 and T is a sufficient statistic.

Congider the following statements :

1. E(U|T) is an unbiased estimator of 0
which has a variance not exceeding the
variance of U,

2. If T is completely sufficient, then E(U i )
is the unique UMVU estimator of 5:

Which of the above statements is/are correct ?
{a) 1 only
(b) 2 only

(¢)) Both 1l and 2

{d) Neither 1 nor 2

44,

45.

{14 - A}

L.

Suppose X is a continuous random variable
whose probability density function is given by

c(4x-2x%), 0 < x < 2
f(x) =

0 otherwise

What is the value of P(x > 1) ?

(a) 1/5 .
by 1/4
(¢) 1/3
d 1/2

Let X have the distribution function :

0, x<0
Fx) = 1%, 0<x<2

2

1, x> 2

and let Y = X2 _What is the value of
PiX < 2Y} ? '

(2) 3/4
(b) 1/2
() 1/3
(d 1/4
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44,

{15 - A)
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46. If X is a random variable for which 50.
P(X>a+s|X>s)=P(X>a),fora,s>0;
then which one of the following is correct ?
(a) X has Bernoulli distribution
(b) X has Binomial distribution
{(¢) X has Geometric distribution
(d) X has Poisson distribution
47. X and Y are two independent x? random 51
variables with 4 and 6 as their respective [~
degrees of freedom. What is the mean of
Z =3X/2Y ?
(a) 2/3
(b) 3/2
() 3/4
(d)y 1/3
48. If X,, X,, ..., Xy5 is a random sample from
"~ normal population with mean 0 and
8 i
variance 1, then T = 17 215 is F variate
2
2 X
18
with parameters
(a) (17, 8) 52.
(b) (17, 25)
(c) (25, 8)
(d (8,17
49. Which one of the following pairs is. correctly
matched 7
(a) Mean for a nn+1)
x2-distribution with
n degrees of freedom
(b) Skewness of {(n-1)
t-distribution with
(n — 1) degrees of
freedom
(¢} Mode of F-distribution <1
(d) Characteristic function (1 —it) ™2
of xz—distribution with
n degrees of freedom
N-DTQ-K-UVC { 16 - A )

A random sample of size n is taken from a.‘
population with p.df f(x) =e™, x 20. What
is the p.d.f. of sample range R ?

(a) g)=Cln,)p """, r20,p+q=1
(b) gr)="(n-1eT (- e -2 590
() g)=neT(l-e™ r>0 :
(d g)=ne™, r>0 -

Consider the following statements :

1. Analysis of variance is a systematic .
procedure of partitioning the total
variation present in a set of data into a
number of components associated with
the nature of classification.

2.  In linear hypothesis model the true
value of it units is a linear combination
of the fixed effects treated as constants.

Which of the statements given above is/are
correct 7

(a) 1 only

(b) 2 only

{c) Both1and?2
(d) Neither 1 nor 2

In a two-way classified data, with m rows and
n columns, the (i, ™ cell has nij-observations.

Consider the following statements pertaining
to the analysis of these data :

1. If n; values are not equal for all the
cells, the data are non-orthogonal and
the usual ANOVA cannot be used.

2. If the entries in each cell are replaced
by the mean of the observations in that
cell, the data become orthogonal and
thus ANOVA as usual can be used.

Which of the statements given above is/are
correct 7

(a) 1lonly

() 2only

(c) Both 1 and?2
(d) Neither 1 nor 2




46.

- 47,

48.

49.
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N-DTQ-K-UVC

Consider the following linear functions
between four treatment totals T,(i=1,23,4)
based on r replications :

1. Z,=T,-T,
2. Z,=Ty-T,

3 Z;=T, +Ty-T;-T,
T1+'I‘2

4 z=L1-E-m

5. Zg=T,+T,-2T,

Which one of the following statements is not
correct ?

(a) 1 and 2 are mutually orthogonal
elementary contrasts.

All are contrasts.

{b)
(c)

4 and 5 represent the same contrasts.

(d)

Treatment sum of squares (S.8.) is
equal to the 8.8. for Z, + 8.8. for
Z, + S.S. for Z,,

In an experimental design, it is assumed that
different effects are additive in nature. If data
consist of small whole numbers, for which the
treatment and variance

mean are

proportional, which one of the following
transformations of data is ideal before going
for statistical analysis ?

(a)

Logarithmic transformation

(b)

Square root transformation

{(c)

Angular transformation

(d)

Reciprocal transformation

55.

56.

57.

58.

{18 - A

In a Completely Randomised Design with
5 treatments, the degrees of freedem for the
error is 16. If the replication numbers for the .
treatments are ry = 3, ry = 4, 1y = 4, rg = 5,
then what is the value of ry ?

(a) 2
b)) 3
(c) 4
d 5

Let a random variable X assume the values
0 and 1 with probabilities @ and (1 — 8)

respectively, % < 0 £ 1. Then, what is the

maximum likelihood estimator of 6 on the
basis of a single observation X ?

(a) (1+X)
®) (1 +X)/2
© (1-X)y2
@ 1-%

Consider the following statements :
1. Maximum likelihood estimators
consistent.

2. Maximum likelihood estimators need not
necessarily be unbiased.

are

Which of the statements given above is/are °

correct 7

(a) 1 only

(b) 2 only

{¢) Both 1and 2
{d} Neither 1 nor 2

The density function of a random variable X is
given by

fix,0)=8e % 0<x<on

What is the 95% confidence interval for & ?

(a) .iill—‘f?i
b il 1
. n X

(c) iﬁil—fﬁi
n

w [1212)1

n X
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59.

60.

Which of the above statements is/are
correct ?
(a) 1 only
(b} 2 only
(c) Both1and 2
(d) Neither 1 nor 2
N-DTQ-K-UVC {20 - A)

Let (X;, X,, ..., X,) denote a random sample
from the normal population N(u, o%). Let

n Il —
3 X, ¥ (X, -X?

i=1 i=1
- and 82 = !
n n

Also let xﬁ , denote the upper a-point of the

further X =

chi-square distribution with n degrees of

freedom. It is desired to test H0 10 = O'g

against H, : 0% = 62 (62 > 62) at level of|
g€ 1 1 0

significance a.

Consider the following statements :
. .

1.  H, is a simple hypothesis.

2. H, is a simple hypothesis.

2
2 T

3.  The critical region is §2 > y

a;n—-1

Which of the above statements is/are correct ?
(a) 1,2and3
(b) 1 and 2 only

(c) 1and3only

(d) 3 only
Consider the following assertions about
P-value :

1. The smaller the P-value, the stronger is
the evidence against H,,

2. For given «, we reject Hy if P-value < a.

61.

62,

63.

Let X be a discrete random variable for which
a .
Pre1 = 37 Px
where p = PiX =k}, k=0,1,2, .. '

Then which one of the folloWing is correct ?

(a) X has Bernoulli distribution

(b) X has Geometric distribution
(¢} X has Binomial distribution
(d) X has Poisson distribution

It is observed that forty percent of the bulbs
supplied by a company are defective. The
purchase officer opens a box of six such bulbs
and checks each one of them. What is the
most probable number of defective bulbs
found in the box ?

(a) 1
(by 2
(¢) 3
(d) 4
Suppose that the probability that an
individual suffers a bad reaction from

injection of a given serum is 0-001, and
suppose that 2000 individuals are being given
the injection.

Consider the following statements :

1. The expected number of individuals who
suffer a bad reaction is 20.

2. The probability that not more than
2 individuals will suffer a bad reaction is

4e2
Which of the above statements is/are correct ?
(a) 1 only
(b) 2 only

(¢} Both1land2
(d) Neither 1 nor 2

L
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64, Let 5{1, X, be independent and identically |67.
distributed random variables with
distribution function F having positive mass
at0,1,2 ... and let U, = max (X, X,) and
U, = X, - X, For which distribution is
PU, =3 U,=0) = P(U, = .P(U, = 0)
valid ?

(a) Poisson

(b) Uniform

{c) Binomial

(d) Geometric 68.

65. What is the probability distribution of sample
range ‘R’ for a random sample of size 3 drawn
from U [-3/2, 3/2] ?

(a} 9r(8 -r)/2
(b) 2r(1-r)/3
() 2r(3-r)/9
(dy 3r(3-r)2
where 0 <r < 3.

66. In a life test involving 25 electric bulbs, which
of the following methods produce type I
censored samples ?

1. Take observations on life length from
150 hours onwards.

2. Take observations on life length until
800" hour.

69.

3.  Take observations on life length from
10 failure onwards.

4. Take observations on life length upto
20" failure.

Select the correct answer using the code

given below :

(a) 1,2,3 and 4

(b) 1 and 2 only

(c) 3 and 4 only

(d) 1 and 3 only
N-DTQ-K-UVC (22 - A)

The coefficient of variation becomes’ p times
when every observation is halved. What is the
value of p ?

(a) 1/4
by 1/2
(@ 1
d) 2

In randomized block design with k treatments .
and two blocks with means B, and B,, which
one of the following is the correct sum of
squares due to blocks ? *

2

(a) .

9 -
(B, - B,)

(b) 5k

2
k(B, ~By)

(e) 2

2
(B, - B,)

(d) 3

If N is v x b incidence matrix of a block

. design with v treatments and b blocks such

that NN’ = J_ (J,, denotes v x v matrix of
unities) then the block design is

(a) CRD
{b) RBD’
{(¢) BIBD

(d) None of the above




64. ‘WM ABE X, X, WaF au FHEW §Rd

’ uighes ® & BFw de7 wem F @ 3R
0,1, 2, .. | a7@® g@aH &, 3k 7w difswe
U, = oftmam (X, X)) R U, =X, - X, 8 |
fou dcm & fore : .

P(U]_':_ j, U2=0)=P(U1=j)_-P(U2=O)
da @

(a) ~@TEl

(b) THIHH

() fw=

. (d) TOIRR

. 65. U [-3/2, 3/21 ¥ &Y T 3 MW & UF A[GRGS
yfiest & v W—E R & W@ e T & 2
(a) 9r(3 -r)/2
(b 2r(1-r)/3
() 2r(B-1)/9
(d) 3r(3-r)/2
S 0<r<3.

66. U3 N wdgor A, Bt 25 frg wew wafka €|
frefefas Rt § ¥ 3 &, ER &
wuz-afsa wiees @ Fm a=ar € ? |
1. 150 €l 9 3 SN o & UEOT A
9.  800% € aF SNaw TS & W& o |
3. 104} J BT $ FA F SN T B JETT

Ll '
& 208 ywER G e T 3 dew |
Frefifad ge & wW 3R ¥ IR e
(a) 1,2 33x4
(by pawr 13k 2
_(¢) am 33R 4
(@ ¥ae13R 3
.N-DTd-K-uvc

67.

68.

69.

{23 - A}

FAE JEUT B e B W FERor s p T A
AL pBHAARITE ?

(a) ’1/4
(b) 1/2

c) 1

@ 2

k JvaRY 3iR @ wogl &, =% e B, 3K B, ¥,
vF Ughes wves Afuder #, WUEl B @ 9,

Frafafaa ¥ X &9 91 oo @ & doea 98 & P

2
(B, - B,)

(a) .

; (Bl - Bz)-2

® 5
2

k(B1 - Bz)

(c) 5

(B, - B,)”

@ ——

afe v 3R} 3R b woet & wog G B v x b
e e N &, 3R oft NN = J, (I, R
FRATE v x v OE R I GUB FuSed T
g2

(a) CRD

(b) RBD
(¢) BIBD

(d) I9gE d | DR TE




70.

71.

72,

@ 10

N-DTQ-K-UVC

In the analysis of a set of two-way classified ]73.

data, involving the factors A and B, with one
observation per cell, the factor A has 9 levels
while the sum of squares due to error carries
72 degrees of freedom, What is the number of
degrees of freedom carried by the sum of
squares due to the levels of B ?

(ay 7
b 8
@ 9

If in a randomized block design, 5 treatments
are allocated in 4 blocks, where each block
contains all the treatments, then which one of
the following statements is correct ?

(a) The number of plots is 20 and number
of replication of each treatment is 4.

(b) The number of plots is 20 and number
of replication of each treatment ig 5.

{¢) Only the principle of randomization is
used in the design.

{(d) The principle of replication and two-way |
local control is used.

One observation is drawn from a population | w5

with pdf as

a(l-0)%1, 0<x<1
flx,0) = '

0 otherwise

for testing H):a=1 against H:a=21If
the critical region is x > 0-75, then what is o
equal to ?

(a) 022
(b) 025
(c) 050

(dy 075

74.

(24 - A}

|

Let PX=1)=0 = 1-PX=0)0<06c<1.
Reject Hy: 6 = 2/3 against H, : 0> 2/3 if
X = 0 and further, reject Hy if no head occurs
m tossing of two unbiased coins when X = 1-
What is the size of the test ?

(a) 2/3
(b) 1/2
(c) 1/4
(d) 1/3

Consider the following statements in respect -
of the two types of errors {a, B) of a test
procedure :

1. It is not possible to minimise ¢ and B
simultaneously, since one generally
increases with the decrease of the other, -

2. In the classical tests, greater protection
is given to a.

Which of the above statements is/are correct ?
(a) 1 only

(b) 2 only

(c) Both 1 and 2

(d) Neither 1 nor 2

A scientist inoculates several mice, one at a
time, with a disease germ until he finds two
that have contracted the disease. If the
probability of contracting the disease is 1/4,

what is the probability that 5 mice are
required ?

(a) 135/512
(b) 27/64
(c) 27/256

{(d) None of the ahave




70. vE weEd & o ofipa el & R ¥, |78,
5 A 3R B U™ 9nifed &, ©d dawor iy
PR & I, T AT 9 ¥R & Fafe g
34H qiif & ATEA D 72 WA= DieAT & | 98 H
WA= Difcdl o T a1 & 5l B & TR & &R0
JAT N & ABA gRI SN 75 & 2
@) 7
(b) 8
(c) 9
(d) 10
71.- T dgfes g Ay, 4 wodt F 5 AR |,
AiERfsa s iAo T os w8 & P
(a) y@uet @ W 20 ® 3R TS IWR B
- sheldrdemad
(b) @S & wEn 20 # 3R R AR H
il & TEm 5 8 |

(c) aa agEeERUl & e i | 5w
&

) vl o1 fera ik o =i Fasor
g ¥ |

72. s W ¥, B pdf FEfiEa €, v dew

foran ar
al-x%1: 0<x<1
f(x, o) =
0 AT 75.
Hy:a=1 3, Hj:o=25 deg wemd |
e wifas &3 x> 075 % T o fFae =X
g
(a) 0-22
(by 0-25
(c) 050
(d 075
N-DTQ-K-UVC (26 - A )

L

A PX=1)=0=1-PX=0);0<8<1.
FRER B Hy:0=2/3F H,;:0 >2/830
g aft X = 0 3k smY H, 9 srfler Sifom af
A1 -fira faowt & 3o ® B T (@) @
3T 7@ X = 1. Y01 H HEY 57 & ?

(a)
(b)
(¢ 1/4
@ 1/3

2/3
12

o weror s & 2 wER B 3R (o, p) ¥ FE
% Fr=foRes s R fTor $ifse

1. o 3R p P oF O™ YA FAT IRE T
&, RIS TURORT 79 US wed & 99 gE
gear & |

2.  TEfad wemh ¥, o @ #ie dReor B
S |

Ioges FeEl § A B WS we & 2
(a) wad 1

(b) act 2

(c) 13k 23
Id1aRkTd2

(d)

vF dote A 5 I & S § O e
gfedt &, te-ed aX, A I gt o #m
a6 @ | afe e @9 & aiear 1/4 @, @
5 gedl & amaeam A 3wk @@ & 2

(a) 135/512

(b) 27/64

(c) 27/256

o o ¥ B

(d)




76. If X has the uniform distribution on the
interval (- 0, 6) for some positive 0, then what
is the mean of oX + § for real o and f§ ?

(a} a+p

b) «

() B

@) —(a+p)2

77. LetX and Y be independent random variables
each having uniform distribution in [0, 1] and
U=min X, Y}, V=max (X, Y}

Consider the following :
1. PV<x=x2
2. E\V)> EM).
Which of the above is/are correct ?
(a) 1 Onlg.(
(b) 2 only
(c) Both1and 2
(d) Neither 1 nor 2
78. If Xis a random variable with pdf -
-x _a-1
f(x,a):L[%—, x>0, a>0
then what are the mean and variance of X
respectively 7
(a) =, a2
(b) a/2 a
(c} a,a
(d) a2, af2
N-DTQ-K-UVC

79.

80,

{ 26 — A )

ANOVA table for RBD is given below :

source of | a. | ss. |mss pvalue |
Treatments | 2 | 21 10-5 < 0-05
"~ Blocks ‘ 5 30 6-0 < 0-06
Error 10 19 19
Total 17 70
Which pair gives correct F-value for
(Treats, Blocks) ?
(a) (5-53, 0:57)
(b) (1-75, 3-15)
() (175, 0-57)
(d) (653, 3-15)
If in a latin square design involving

n treatments, all observations correspending
to first row are missing, then which one of the
following is correct ?

(a) We can estimate all the missing
observations

(b) We can’t estimate all the missing
observations

() We can estimate all the missing

observations only when any two missing
values’ estimate is provided in advance

We can estimate all the missing
observations (n) only when n = 3

(d)

4




76. U X F1 (-0, 0) B IR ¥ FO g5 8 F |79, REDE&%@ANOVAW%Q%REH%:
" foe vsHE T €, 99 oX + B B W aRafes

3R pH e wm & 2
» aIRP § freoraraia| df | 8.8 |M8S. | pum

(a) a+p

IER 2 | 21| 105 | <005
b) «

oo 5 30 6-0 < 0-06
{c) B

e 10 { 19 | 19
(d) —(a+l3)/2 '

G 17 | 70

'77. o difse X sk Y [0, 1) § vewwE &k

W agfees ) 2 3k U= =@ X, Y, B W g (3UTR, W|E) & o W F-uF & ?

V = siftan (X, Y1 & |
(a) (553, 0-57)

frrfifes = iR 5w

1. PV<x =x2 (b) (1-75, 3:15)

2. E\V) > EM). © (175, 0-57)

e 7 B WA @ & 2

(8 S 1 ) (553, 3-15)

(b) a2

() 13R2aF 80. Uik we dfea af e #, B n IER

' e € wum dfts A wwfm wh Jeor

@ A|MIARTD 2 s &, 9 PeRfe % @ o @ o o

g2
78. ¢ X e IRfEd W & el pdf (@ & ol seiem Yevl @ sTees &R wEd
e—xxa—l 'e’! ‘

fx, a)= @ , x>0, a>0

: (b) & W IFURErE & B ES AR X

a9 X & wred 3R yowor ser & g 7 .

(@ a,a/2 ° (©) & @ Wk R deol & smee @]
(b a/2.a Foa € 519 ol &) sF[uiem Wt &1 3nde
. ’ © fm A T e :

{c} a,la

(d) =7 o arqufRE deolt (n) @ HeE IR
(d) a/2, a/2 - HHd & ®aA S n = 3

N-DTQ-K-UVC { 27 - A)




81. A confounded 2% factorial experiment with |84,
blocks of size 8 was conducted. The layout of
one of the blocks is given below :

n i k.| nqfnpk| p | kq | pa | npkq
Identify the interaction confounded in that
replicate. .

(a} NPKQ is confounded

(b} NPQ is confounded

(¢) PKQ is confounded

(dy NPK is confounded

82. The accuracy of estimates after confounding in
sub-plots increases
(a) for main plot treatments
(b) for all sub-plot treatments
(¢) for all sub-plot treatments except those

which are confounded
85.

{(d) for no treatments

83. Consider the following statements in respect
of Neyman — Pearson Lemma :

1. It is based on the assumption that
parent population or distribution is
continuous.

2. It provides most powerful test for
testing a simple null hypothesis against
a simple alternative hypothesis.

Which of the above statements is/are

correct ?

(a) 1 only

(b) 2 only

(¢) Both 1 and 2

(d) Neither 1 nor 2

N-DTQ-K-UVC {28 - A)

Let X,, X,, . , X, be random observatmns
from a normal dlstnbutlon with mean zero
and variance o>

Consider the following statements in respect of
the most powerful test for testing Hy:o =0y
against H, : 0 =0, (>0():

1.  The best critical region is given by
n .
Y Xf > K, suitably
i=1

selected to meet a given level of’
significance.

where K s

n- o ’

PIRS .

2. Under H,, izt follows  a
s}

2
0

x2-distribution with (n - 1) degrees of -
freedom which can be used to find K

Which of the statements given above is/are
correct ?

(a) 1 only

(b} 2 only

{c) Both1land?2
{(d) Neither 1 nor 2

Let X, X,
from N(u, ¢2), where o? is known. Let

o

X, be a random sample

where X is the sample mean
and p, is a fixed constant.

Consider the following sets of hypotheses and
the corresponding test procedures :

1. Hy:p <y, against Hyiin>ypy,
Reject Hy if T > Z, .
2. H0 DR 2 pgagainst Hy p< Mo

Reject Hy if T< Z; _ .

Which of the above isfare UMP unbiased
test(s) ?

- (a) 1only

(b) 2 only
{¢) Both1land?2
{d) Neither 1 nor 2

——%,




81.

" 82,

83.
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sméiasmqmruasﬁaﬁaz“
AT @& TR | @uE
freffiaa &

FE-JATE
¥ Y o & wRGEl

n | k | nq [npk| p | kq | pq | npkq

7 shrph ¥ vioRea srdraRear @ veEi |
(a) NPKQ ¥oRa &

(b) NPQ ToRa &

() PKQ Wi &

(d) NPK ¥&Rd &

I-y@usl # WHRd A F IR Al
e # gig & I @

('a) A& U8 ORI & fere

(b) W J9-Y@rE TR & R

(c) I Ju-yEvs TRl & foe, e S 5N

Toha &
(d) f&d IR ¥ oo =8 .

T ~ Traws e $ W § Frafafaa oeh
R faar #fw

1. U8 39 9NOT W HeiRa & & gm wne o
¥o ad & |

2. Wd Ffus Rew & fivs Wa 39
Rt e & e 9aite ofead
T&oT TS R & |

S o A @ B R e A
(a) Fae 1 |

(b) &aw 2

(c) 13K 23

(d) TaadrisdRade

84.

85.

{29 - A)

o AR X, X, ..., X, dGREG Ve01, SR
dzA ¥, e mem g 3R WRot o2 2, # |
H, :cﬁcoairH ra =0, oy & favg
qﬁm%%uaaffﬁmmﬁssnﬁuﬂw%mﬁﬂ
Frefafea seEl ) fEr Sife -

. L dav piae &7 fRm omnm @

i X2 > K, 5@ antfdm wrfear wR
i=1
& = K @1 w8 997 o mar # |

I
3 xz
i=1

2. H, & e, y2deq & e
%9

W=y difcdl (n - 1) & Ao K 3 o
T & o wgee o s w@ar @

I BuHl d J B9 AR a@ e

(a) a1

(b) FIeT 2

(¢) 13R 22M

(@ "Tdar1skade

A dfTw X, X, .., X, ©F dgRiee et

N, 6% ¥ & W o?a@e | 79 Afw

X-pWn _, _
=—¢£mxmmﬁhpow

a
e ferie & |
uReeamil 3R W werr wipost & el
el W fER S
L. Hy:psp, Hy:p>p, o g
H, @ swiior B oR T > 2, .

2, Ho:pzuo,lep<p035%Fa,
H, ® srdier oo ot T < 2, _,.

e # & B WR UMP sfima e &8 2
(a) o&ad 1

(b) a2

(¢) 13k 2=

(d FT13dRTE2




86. For testing the null hypothesis Hy : 6 = 6, |88.
agamst H, : 6 # 8;, regarding the parameter
0 of a continuous population, it is proposed to
use the likelihood ratio test based on the
likelihood function L{x;, x,, X3, ..., x_; 8) = L(8)
of the sample observations.
1. The test statistic is A = — 0’
. e test statistic is A = ———,
‘ + Max L(B)
2. A can take a value anywhere in (0, =),
Which of the statements given above is/are
correct ? 89.
(a) 1 only
(b) - 2 only
{) Both 1and 2
(d} Neither 1 nor 2
87. Suppose that (X, Y) follow bivariate normal
distribution with parameters u, = 5, u, = 8,
Uf = 186, cg =9 p = 06, Then the|g0,
conditional probability density function of Y
given that X = 2 is normal with mean and
variance given, respectively as
(a) 576, 665
(b) 665, 7-56
(c) 1756, 576
(d) 665, 576
N-DTQ-K-UVC ({30 - A)

If a random varigble X has a mean 12 and
variance 9 and an unknown probability
distribution, then what is P(6 < X < 18) ? -
(a) At least 2/3

(b) At least 3/4

() At least 1/2

(d) At least 1/4

A symmetric die is thrown 600 times. What is
the lower boun_d for the probability of getting
80 to 120 sixes ?

(a) 11/24
(b) 19/24
() . 7/24

(d) None of the above

For what value of o, does the weak law of large
numbers hold for the sequence of independent
random variables {X =+n% =1/2?

(@) o>1/2
(b) a<1/2
&) 12<a<l

d) 1<a<2




86. H,:0=0,® H, :0 =0, favg Freeia

TRSTAT & UOeW ¥g, ad s & W
0 ¥ fomg o, vioeel daoil @& wwiidan oo
L{xy, Xo, Xg, -y X3 8) = L(0) W FrenRa Fwfean
IO TRIEHT B AN Sfa @ |

L{6,)

. e & A = .
1 T 8 Max 1(8)

2. (o,w)ﬁaﬁﬁxmam%’l

I @ ¥ R
(a) ael 1

(b) e 2

(¢ 13k 2=

@@ Tari1kadz

WW%KY)WWE%%%

87.
Wy =5, 4y = 8, 0} = 16, of =9,p = 06
i fagmd FX=-2RedRRY®
(a) 5-76, 6:65
(b) 665, 7-56
(¢) 756, 576
(d) 665, 576

‘N-DTQ-K-UVC

88.

|8o.

90.

{31 - A}

ofe ve agfes W) X o e 12 3R wor 9 #
ik wikis de7 3w €, a9 P(6 < X < 18) &

Ry

(a) ®A-9-BF 2/3
(b) TH-N-TA 3/4
(c) TF-9-TH 1/2

(d) HH-J-TT 1/4

uas‘mﬁa'cﬁ@a?rsoomﬁmam%lso%
120 & 3 & wiEwa B o aReww ® 7

(a) 11/24
(b) 19/24
(¢) 7/24

(d) 30w § F B

aﬁﬁ?ﬁ%%%ﬂ_,maumaﬁés

aiawﬂ{xn=in“}=1/2$ﬁqu?[ﬁwaﬁaﬂv
goa Frow amp & 2

(a) a>1/2
(b) o <1/2
() 1/2<a<1

(d) l1<ca<?




91.  Given the following arrangement : 95.
Replication Block I: (abc) (b) (ac) (1)
Block IT: (¢}  (ab) (a) (bc)

The interaction that has been confounded is

(a) AB

(b) BC

(e CA

(d) ABC

92. ¥y, ¥y y; and y, are four observations. If X, y,

is a linear contrast where L, L, Iy and l, are

fixed weights, when which one of the following

is correct ?

@ L+l =1l-1

(b) ll + 12 = l3 = Il:;. 96.

e L+l =-1-1,

@ i+l =1+1,

93. 1If the experiment is carried out in a 3% x 32

Latin square, what is the degrees of freedom

of error ?

(a) 81

(b) 80

(¢} 60

(d) 56

94. Which one of the following statements is not
correct ? _

{a) The principle of likelihood ratio offers a
method for construction of tests of
composite hypotheses.

(b) The usual t-test used to test Hy:m=m,
where m is the mean of normal
distribution with unknown variance is a 977
likelihood ratio test. . )

(c} The likelihood ratio criterion ) lies in
the interval {0, 1] and the critical region
1s the right-hand tail of the null
distribution of A. _ R

(d) The yx*test can be used to find the
critical value of A where the sample size
is large,

N-DTQ-K-UVC { 32 - A)

Which one of the following conditions is not
required for the application of yZtest for
goodness of fit ?

(a} The sample should be random.

(b) Constraints on cell frequencies, if any,
should be linear.

(c) Sample size should be sufficiently large

and expected cell frequencies {e;) 2 5 for
all i,

(d) Mean of distribution should be known.

The following observations were recorded

from two populations with distribution

functions F,(x) and Fy(x).

Population I: 3, 7
Population I1: 2, 5, 8, 9

The Mann - Whitney test statistic U for
testing H, : F;(x) = Fo(x) has the value

(a) 6

(b) 10
(c) 15
@ 24

A Bayes estimator is minimax if its risk is
(a) Bounded

(b} Minimum

{¢) Constant

(d} Zero

*




91.

. 92,

93.

94.
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Frferfs e ke & -

gt WEI: - (abe) (b) (ac) (D)
@B Il: (¢) (ab) (a} (bc)

s 5 <eRa g6 2, 9 &

(a) AB

(b) BC

(cy CA

@ ABC

Y1, Yo ¥3 IR y, OR Yeor & | ARk iy, o

s & & 5@ 1, L, 1 R 1, Fra wR €
miEfRm iAo wd & ?

@ I+l =l,~1,

@ Lvly=—l—1

@ G+l =ly+1,

g ve 32 x 32 AT af § wiw fvar s &, A
zi%a‘?rmsaa?r%amﬁﬁr?

(a) 81

- (b) 80

() 60
(dy 56

ﬁﬂ%%aﬁﬁaﬁ#wwmﬂﬁ?ﬁ%?’

(a) wrafaar s & fegra S WRec &
Rgol 1 @ @& faft 3 e &=a
g

(b) HO:m=m03'SCI'&&TUT35TﬂEWHRUT
TRV, FEl m TN §ed B A &
foraa gRRor 3 &, Fefae s qaor
21

(c) wenfdar 3Fud Few A s=RE [0, 11 ¥ &
3R wa®m &5 L $ o de @ ot
ikl

(d) mnﬁwmmmﬁrﬁxﬁaﬂ?ﬂm
7 Frerem & Rie 2-odemr wam § frar an
& & |

95.

96.

97.

.33 -A)

Py Rl ¥ ¥ B9 W o, wiE-a
& fow ﬁﬁmésavgwa‘rrrasmm?ﬁ
g2 "

(a) wicrest ﬂlii%ﬁmﬂﬁ'ﬂ!

(b) PR TRERART | R, u%aﬁ?%
e 2 arfee |

(c) Widesl @& g gafe @1 emr afgr sk
Rt S aRERA (e) 2 5w i %
fow |

(d) Wea B WEem T o AR |

A wfedl J, f5Md de7 6o F,y(x) 3R Fy(x) €,

frafeRag et & aifea foear man -
e 1: 3,7
Tufte 11 :

2,589

Fi(x) = Fyx) & e & fire 7 - e
greror wieelst U &1 7 fdamr & 2

{a) 6
by 10
{cy 15

(d) 24

(a) WRag &

(b) g ®
¢ FerR 2.

@ gag




98. In a decision problem, © = (8,, 8y, ..y 6,)
and D = (d, dy, ..., d ). The risk function is

Reo, 4).

Consider the following statements :

1. Abest decision rule aims to select a ‘@ such
that R(9, d} is the minimum for all @.

2. The Bayes decision rule selects a ‘d’ such
that the average risk is the minimum for
an assumed prior distribution.

Which of the statements given above is/are

correct ?

(a) 1 only

(b) 2 only

{c) Both1 and 2

(d) Neither 1 nor 2

99. The average and variance of rainfall at four
stations A, B, C and D bhased on one month
data are given below :

Station Al B C|D

Mean rainfall in mm 10| 1401 8 | 18

Variance 2536|4944

In which station was there consistent rainfall ?

(a) Station A

{b) Station B

{c) Station C

(d) Station D

N-DTQ-K-UVC

100. Consider the

(34 - A)

following two series of

observations Aand B : .

Series A | 2040 | 2010 { 2050 | 2070 | 2020
Series B 4 1 5 7 2

Which one of the following is correct ?

(a) Mean of series A is equal to that of .
series B

(b) Standard deviation of series A is equal -
to that of series B

(c) Standard deviation of series A is
10 times that of series B
(d) Standard deviation of series B is

10 times that of series A




98. e fFolg v d, O =0, 0, .., 0,) 3R
D =(d,, dy, ..., d,,). " BT Re@, d) & |
 frefafEs el ) fiar St |
1. o Iope Fofa Frem @1 Reva oo @ @& aaw
T UeR oA & [ 90 0 & Bw R, d)
=T &/ |
2. 97 Fofg Fram @ &1 9o 39 TR Bk @
f& @iewa @d de & fore aitga Sfaw <rEw
a1
mmwmwmva%/é?
(a) &ad 1
(b) Had 2
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Note : English version of the instructions is printed on the front cover of this Booklet.




